
IJCSNS International Journal of Computer Science and Network Security, VOL.24 No.7, July 2024 
 

 

11

Manuscript received July 5, 2024 
Manuscript revised July 20, 2024 
https://doi.org/10.22937/IJCSNS.2024.24.7.2 

 

A Prediction Triage System for Emergency Department During 
Hajj Period using Machine Learning Models 

Huda N. Alhazmi 
 

Umm Al-Qura University, College of Computers, Department of Computer Science and Artificial Intelligence,  
Makkah, SA 

 
Abstract 
Triage is a practice of accurately prioritizing patients in emergency 
department (ED) based on their medical condition to provide them 
with proper treatment service. The variation in triage assessment 
among medical staff can cause mis-triage which affect the patients 
negatively. Developing ED triage system based on machine 
learning (ML) techniques can lead to accurate and efficient triage 
outcomes. This study aspires to develop a triage system using 
machine learning techniques to predict ED triage levels using 
patients’ information. We conducted a retrospective study using 
Security Forces Hospital ED data, from 2021 through 2023 during 
Hajj period in Saudia Arabi. Using demographics, vital signs, and 
chief complaints as predictors, two machine learning models were 
investigated, naming gradient boosted decision tree (XGB) and 
deep neural network (DNN). The models were trained to predict 
ED triage levels and their predictive performance was evaluated 
using area under the receiver operating characteristic curve (AUC) 
and confusion matrix. A total of 11,584 ED visits were collected 
and used in this study. XGB and DNN models exhibit high abilities 
in the predicting performance with AUC-ROC scores 0.85 and 
0.82, respectively. Compared to the traditional approach, our 
proposed system demonstrated better performance and can be 
implemented in real-world clinical settings. Utilizing ML 
applications can power the triage decision-making, clinical care, 
and resource utilization. 
Keywords: 
Emergency department (ED); Triage, Critical care; Prediction; 
Machine learning (ML); XGB model; DNN model. 

1. Introduction 

The demand for a better quality of care has risen 
extensively. As the healthcare system develops, the 
development of emergency medical services (EMSs) 
has changed rapidly. To provide efficient care in 
emergency department (ED), vital decisions are 
required [1]. Various triage settings have been utilized 
in emergency department such as Canadian 
Emergency Department Triage and Acuity Scale [2], 
Australian Triage Scale [3], Manchester Triage Scale 
[4], and Emergency Severity Index (ESI) [5]. Despite 
they have been widely adapted by several EDs, they 
immensely rely on clinical decision which led to high 
variability [6]. The emergency system has been 
subjected to overcrowded services, resulting in 
increasing the patients’ waiting times and treatment 

delay [7, 8]. The concept of triage has been defined to 
include severity which indicates to the essential 
emergency procedures, also urgency that indicates to 
the need of medical attention. Therefore, classifying 
the patients according to severity and urgency is to 
prioritize their treatment in the emergency department. 
Failure in distinguishing the risk level of patients 
results in under-triage or over-triage. That leads to a 
negative impact on the efficiency of the resource 
allocation and negatively affect the patients and the 
healthcare professionals. [9]. Therefore, triaging the 
patients within the emergency department is essential 
process. 

Patient triage in ED is implemented by trained 
healthcare staff based on their experience and the 
protocols of the emergency services. In most 
healthcare setting, evaluating the patients and making 
decisions regarding the priorities falls upon the triage 
staff which may lead to variability in triage outcomes 
[10]. However, making decisions can be hindered by 
factors such as limited resources, dealing with many 
patients, and disordered setting within the emergency 
department [11].  Furthermore, accurate triage is vital 
for patient safety. As a result, efficient triage systems 
are necessity to facilitate timely and accurate decision-
making [12].  

Artificial intelligence (AI) is a computer 
technology can perform intelligence tasks demands 
human knowledge such as decision making and 
problem solving [13, 14].  The development of AI 
followed in instant development in machine learning 
(ML) research which can help in improving the 
healthcare services [15]. Considerably, ML 
applications in emergency medicine field can serve as 
a supporting tool for clinical decision-making and 
address the challenges in the emergency department 
such as triage outcomes [16]. As the number of 
patients increased, the need for efficient systems to 
evaluate patients and allocate priorities is required. 

Machine learning techniques have been used as a 
prediction model in ED outcomes [17, 18, 19, 20]. 
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Recent research has demonstrated that machine 
learning models outperform the conventional 
approaches in predicting the ED triage outcomes [21, 
22, 23, 24, 25, 26]. Therefore, this study explores the 
machine learning algorithms to predict triage 
outcomes within the hospital emergency department. 
The aim of this study is to develop a triage system 
based on machine learning models using patients’ ED 
information to predict the triage levels at ED during 
Hajj period in Saudi Arabia. We conducted a 
retrospective study using 11,584 patients’ visits from 
emergency department at Security Forces Hospital, 
Makkah, Saudi Arabia within three years 2021,2022, 
and 2023. We developed and validated the machine 
learning prediction system using two algorithms, 
including extreme gradient boosting (XGB) and deep 
neural network (DNN). To evaluate the performance, 
we used receiver operating characteristic curve (AUC-
ROC) score. Both algorithms demonstrated a 
significant prediction ability with 0.85 and 0.82 for 
XGB and DNN, respectively. Our study shows that the 
performance of ML models using ED triage 
information for predicting patients’ priority for care 
outperformed the conventional method.  
 

This paper is organized as follows. The next 
section presents the background. Section 3 introduces 
the related work. Section 4 describes the methodology. 
In section 5 and 6, we show and discuss the results. 
The conclusion was presented in section 7. 

 

2. Background 

Triage is a formal process of prioritizing ED 
patients into categories according to the severity of 
their condition and the need for medical care and level 
of urgency at the time of arrival [27]. It is one of the 
most critical factors that guarantee the resources 
allocation and patients’ clinical fairness. The triage 
system plays a significant role in organizing the 
emergency department [28]. It is a dynamic process 
rely on the emergency staff skills, they play a crucial 
role in a triage decision-making to provide appropriate 
and effective service to ED patients [29, 30, 31]. The 
effective triage system that distinguishes urgent cases 
from unurgent and allocate a waiting time based on the 
priority of the cases. Therefore, it is important to 
decide the emergency level or scale for each patient to 
provide the necessary care or treatment.  

Several triage systems have been developed to 
assist prioritizing ED patients reliably and deliver 
appropriate health services. Triage scales are 
measurements used to determine the degree of 
urgency. These measurements have various acuity 
scales, ranging from three to five levels. The most 
common is the Australian Triage Scale (ATS), that 
issued by Australasian College for Emergency 
Physicians with 5 level according to the level of 
treatment acuity. Another international system was 
developed by Canada which is Canadian Emergency 
Department Triage and Acuity Scale (CTAS). The 
United Kingdom introduced their triage system called 
Manchester Triage System (MTS) and the Emergency 
Severity Index (ESI) adopted in the United States of 
America [32].  

 
In Saudi Arabia, there is not a unified standard for 

triage. Various Saudi Arabia hospitals have used the 
Canadian Triage and Acuity Scale (CTAS) triage 
system. Many hospitals of ministries of health (MOH), 
or private use CTAS system [33]. The CTAS is an 
emergency department triage with five levels of 
severity. These levels are related to 5 scales as level 1 
(Resuscitation), level 2 (Emergent), level 3 (Urgent), 
level 4 (Less Urgent), and level 5 (Non-urgent) [34]. 
This system determines the triage level beside patient 
complaints. 

 
Annually, millions of Muslims from around the 

world visit Makkah in Saudi Arabia to do Hajj 
practices in specific time during the year. The number 
of pilgrims who are visiting the Holy city is increased 
every year and expected to exceed 10 million in year 
2030 [35]. Accordingly, appropriate organized 
services including health service were needed. Since 
the Hajj rituals are performed in six days, the 
overcrowded movement over different places increase 
the risk of medical conditions. The Ministry of Health 
in Saudi Arabia provides free health service to 
pilgrims. Therefore, permanent and seasonal health 
centers are allocated and distributed within the major 
ritual places: Mina, Arafat, and the two Holy Mosques.  
During this period, EDs in different hospitals and 
health centers receive numerous cases of ill pilgrims 
involving critical conditions. Hence, they need to 
quickly identify high-risk patients and assign ED care 
efficiently. 
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3. Related Work 

The rapid increase in emergency department visits 
has contributed to overcrowding and delays in 
providing the patients with the care they need [36, 37]. 
More affective approaches than traditional triage 
systems are needed to improve the patients’ workflow 
in Eds, reduce the waiting time, and allocate the ED 
resources efficiently. With the advent of machine 
learning algorithms, different approaches are offered 
to automate the triage process [38]. In this section, we 
introduced the recent research that developed and 
evaluated different machine leaning models for ED 
triage outcomes. Table 1 illustrates some of these 
studies and their approaches.  

Several studies have focused on traditional 
machine learning methods such as Deep Neural 
Network (DNN) and Extreme gradient boosting (XGB) 
algorithms [17, 18,19, 20]. Yoshihiko Raita et al. in 
[17] evaluated four ML models including logistic 
regression with Lasso regularization, random forest, 
gradient boosted decision tree, and deep neural 
network. They assessed the performance of the models 
for clinical outcomes, including admission to an 
intensive care unit or hospitalization. Their finding 
showed that ML models demonstrated high accuracy 
and AUC-ROC in predicting critical care and 
hospitalization outcomes. Another study [18] by 
ZhenZhen Gao et al. focused on the development and 
validation of Extreme Gradient Boosting (XGBoost) 
algorithm for triaging the patients in the emergency 
departments. XGBoost demonstrated high predictive 
accuracy with high AUC-ROC score. Comparing to 
traditional triage methods used by healthcare 
professionals, the model outperformed in identifying 
triages categories.  The study [19] evaluated two 
machine learning algorithms to predict critical care 
outcomes for ED adult patients. They developed 
prediction model using extreme gradient boosting 
(XGB) and deep neural network (DNN) models.  Their 
prediction outcomes defined as direct admission to 
ICU or in-hospital mortality. The model performance 
was compared with KTAS baseline model which 
developed using logistic regression. Their finding 
reveals that XGB model outperformed the baseline 
model with KTAS. Authors in [20] investigated three 
algorithms, naming, logistic regression (LR), gradient 
boosting (XGBoost), and deep neural networks (DNN) 
to predict the hospital admissions at the triage stage in 
emergency departments (ED). The three classifiers 

were trained using three sets of data: triage 
information, patient history, and all variables. Their 
results show that the predictive performance 
significantly improved by incorporating the patient 
history with the triage information.  

Furthermore, many studies [39, 22, 23] have 
attempted to use another machine learning algorithms 
such as Decision Tree (DT), K-Nearest Neighbor 
(KNN), Association Rules (AR), Naïve Bayes (NB) 
and Neural Network (NN).  Study [39] by Shervin 
Farahmand et al. developed a diagnostic accuracy of 
AI-based triage systems to identify the severity and 
cause of acute abdominal pain in emergency 
departments (ED). They compared their system with 
traditional clinical triage methods. All the AI models 
showed fair level of prediction, whereas Neural 
Network showed the best performance among them. 
Study [22] developed and validated machine-learning 
algorithms to predict high-risk emergency department 
(ED) revisits within a short period post-discharge. 
Various models were tested, but the stacked ensemble 
model exhibited highest AUROC and increased the 
prediction performance compared with other models.  
Authors in [23] evaluated and compared different 
machine learning techniques to identify the triage 
outcomes in ED. The models trained based on patient 
disposition outcomes instead of the actual triage labels. 
KNN, GBDT, XGBoost, and RF exhibited better 
performance.  

Several research studies have focused on 
developing approaches that used machine learning 
models [40, 24, 25, 26]. Authors in [40] explored the 
performance of AI algorithms in identifying the need 
for critical care in patients upon arrival at ED.  They 
used feedforward networks with softmax classifier 
then they compared its performance with Emergency 
Severity Index (ESI) and Korean Triage and Acuity. 
The results show that the algorithm demonstrated high 
predictive accuracy, with significant AUC scores. 
Research [24] proposed a deep learning system 
designed form three subsystems. Their system defines 
three types of prediction including triage level, 
hospitalization, and length of stay. The study 
emphasizes the importance of interpretability in deep 
learning models to facilitate their acceptance and use 
in clinical practice. Study [25] developed a triage 
system utilizing deep learning models to predict 
clinical outcomes using patients’ information. Their 
triage system consists of RNN and CNN modules. 
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Table 1: The recent research in machine learning based triage models. 

Study Data size Setting Predictors Performance 
Measures 

ML models Prediction Outcome 

17 135,470 
adult ED 
visits 

National Hospital 
and Ambulatory 
Medical Care 
Survey 
(NHAMCS), USA 

Demographic, 
vital signs, 
chief 
complaints, 
comorbidities, 
and mode of 
arrival 

- AUC-ROC 
- Net benefit 
- Accuracy 
- Sensitivity 
- Specificity 

- Lasso Regression (LR) 
- Random Forest (RF) 
- Gradient Boosted Decision 

Tree (XGB)  
- Deep Neural Network 

(DNN) 

- Critical care 
(admission to ICU or 
in-hospital death) 

- Hospitalization (direct 
hospital admission or 
transfer) 

18 276,164 
patients 

Beijing Chao-
Yang Hospital 

Aage, gender, 
patient’s 
condition, and 
vital signs 

AUC-ROC 
scores. 

 

Extreme Gradient Boosting 
(XGBoost) 

Four-level triage (I: 
critical, II: severe 
condition, III: 
emergency, and IV: 
general) 

19 80,433 
patients, 

Korean National 
Emergency 
Department 
Information 
System. 

Aage, gender, 
arrival mode, 
chief 
complaints, 
vital signs,  
time interval 
between arrival 
and onset, and 
level of 
consciousness.  

AUC-ROC 
scores. 

 

 

- Gradient Boosted Decision 
Tree (XGB) 

- Deep Neural Network 
(DNN) 

Critical care (direct 
admission to ICU or in-
hospital mortality) 

20 560,486 
patients 

EDs of single 
hospital system 
(trauma centre, a 
community 
hospital-based 
department, and a 
suburban, free-
standing 
department),   
USA 

Demographic, 
chief complaint. 
hospital usage 
statistic. past 
medical history. 
outpatient 
medications, 
historical vitals, 
historical labs, 
imaging and 
EKG counts. 

- AUC-ROC 
- Sensitivity 
- Specificity 
- PPV 
- NPV 

 

- Logistic Regression (LR) 
- Gradient Boosted Decision 

Tree (XGB) 
- Deep Neural Network 

(DNN) 

Hospital admission at 
the time of ED based 
on ESI triage. 

39 215 patients Imam Khomeini 
Complex Hospital, 
Tehran, Iran 

Age, gender, 
vital signs, and 
clinical signs  

- Accuracy 
- Sensitivity 
- Specificity 
- PPV 
- NPV 

- Association Rules (AR) 
- Clustering (CL)  
- Logistic Regression (LR)  
- Decision Tree (DT) 
- Naïve Bayes (NB) 
- Neural Network (NN)  

ESI-4 scores 

22 6282 adult 
patients 

National Taiwan 
University 
Hospital Hsin-Chu 
Branch (NTUH-
HCH) 

Age, sex,  
pre-existing 
diseases, 
diagnosis, final 
disposition,  
vital signs, 
chief concern, 
triage level, 
management, 
medication and 
laboratory data.  
 

- AUC-ROC 
- Accuracy 
- Sensitivity 
- Specificity 

 

- Gradient Boosted Decision 
Tree (XGB) 

- Deep Neural Network 
(DNN) 

- Random forest (RF) 
 

High-risk 
ED revisit (ICU 
admission or died) 
 
 

23 4540 
patients 

ED of a university 
hospital in Istanbul 

Demographic, 
vital signs, 
chief 

- Accuracy 
- Recall 
- Precision 

- Logistic Regression (LR) 
- Decision Tree (DT)  

Disposition outcomes 
(0: Discharge, 1: 
Hospitalization to 
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Study Data size Setting Predictors Performance 
Measures 

ML models Prediction Outcome 

complaints, and 
chronic illness. 

- F1 score 
 

- K-Nearest Neighbor 
(KNN) 

- Support Vector Machine 
(SVM) 

- Multi-layer Perception 
Neural Network (MLP) 

- Gradient Boosting 
Decision Trees (GBDT) 

- XGradient Boosting 
(XGB) 

- Adaptive Boosting 
(AdaBoost) 

- Random Forests (RF). 

COVID Service, 2: 
Hospitalization, 3: 
IUC, 4: Died). 

40 8,981,181 
adult 
patients 

Korean national 
emergency 
department 
information system 

Age, sex, chief 
complaint, 
arrival time, and 
vital signs 

- AUC-ROC 
- Sensitivity 
- Specificity 
- PPV 
- NPV 
- F1 scores 

- Feedforwad networks with 
softmax classifier 

Critical care with  
ESI and Korean Triage 
and Acuity System 
(KTAS) 

24 268,716 
patients 

National Taiwan 
University 
Hospital (NTUH) 

Demographic, 
vital signs, 
and chief 
complaints. 

- Recall 
- Precision 
- F1 score 

Proposed system comprising 
three 
Subsystems:  
- Triage level prediction 

system. 
- Hospitalization prediction 

system.  
- Length of stay prediction 

system. 
 
 

- Triage level  
- Hospitalization  
- Length of stay 
 

25 118,602 
and  
745,441 
ED visits 
 

National Hospital 
Ambulatory 
Medical Care 
Survey and  
Medical 
National Taiwan 
University 
Hospital 
 

Age, gender, 
vital signs,  
pain index 
visit time, 
triage level, and 
other 
information 
 
 

- AUC-ROC 
- Accuracy 
- Sensitivity 
- Specificity 
 

- Convolutional neural 
network (CNN) 

- And recurrent neural 
network (RNN) 

Clinical outcomes:  
- mortality  
- admission to ICU 
 
 

 
They applied their system to predict mortality and 
admission to ICU. Their findings show that their 
mothed outperformed the conventional methods by 
approximately 3% to 5% higher in accuracy.   In study 
[26], the authors focused on developing and validating 
a practical machine-learning algorithm to identify the 
possibility of fatal mis-triage. The model incorporates 
arrival mode, age, sex, and arrival time into the system 
which were considered as the top-three most important 
features for their model as their result showed. Also, 
they found that including the pulse pressure and shock 
index as indicators features are beneficial as 
emergency triage characteristics.  

Expanding on these previous works, the current 
study implemented a machine learning models to 

predict the triage levels at ED based on patients’ 
demographics, vital signs, and chief complaints 
information.  We design a multi-class classification 
system to identify patients’ triage levels for medical 
care. The predictive performance of the proposed 
system was examined using five triage levels to 
achieve the best possible outcomes. The proposed ML 
system can provide high level of accurate predictions 
which can be applicable to real situations.  

4. Methodology 

The study was conducted on data extracted from 
emergency department of Security Forces Hospital, 
Makkah, Saudi Arabia. The system proposed by this 
research is a multi-class machine learning system 
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includes two machine learning algorithms. Figure 1 
presented the research framework which includes 
three phases, first phase is data collection, second 
phase is data preprocessing, and third phase includes 
the model development and evaluation. The following 
sections present these phases in more details.  

 
Fig 1. Research framework 

4.1. Data Collection and Preprocessing 

The data for this study is obtained from Security 
Forces Hospital, Makkah, Saudi Arabia in Hajj period 
within three years from 11 to 25 July 2021, 30 Jun to 
18 Jul 2022, and Jun 19 to 3 July 2023. The study was 
approved by Biomedical Research Ethics Committee 
(HAPO-02-K-012-2023-10-1774), Umm Al-Qura 
University. The patients were triaged utilizing the 
Canadian Triage and Acuity Scale (CTAS) with five 
levels of acuity scales including resuscitation, 
emergent, urgent, less urgent, and non-Urgent. The 
collected data includes age, sex, body temperature, 
heart rate, respiration rate, systolic and diastolic blood 
pressure, blood oxygen saturation level, chief 
complaint, triage code, and disposition. A total of 
11,584 patients’ records were collected, 2426 records 
were excluded because of missing information, 
resulting in 9,158 records that used in this study as 
shown in Figure 2.  

The dataset contains 50 attributes were grouped into 
categories; each category contains a set of variables. 
We performed some data preprocessing which 
includes scaling the data and handling the text 
attributes. Converting the categorical variables into 

numerical values and all the numerical variables were 
scaled. To convert the categorical features into 
numeric variables, we used the class one-hot encoder 
in sklearn library within Python [41]. Table 2 
illustrates the variables and their description.  

 

 
Fig 2. Study population.  

4.2. Model Development and Evaluation 

The prediction model is bult to solve multi-class 
classification problem where the classes identified by 
the levels from 1 to 5 where these levels represent the 
triage codes. We developed the system by using two 
machine learning algorithms called Extreme Gradient 
Boosting (XGB) and Deep neural network (DNN).  
XGB is a machine learning algorithm that belongs to 
the gradient boosting machine algorithms which was 
developed on tree-based models [42]. It has been used 
in regression, classification, and feature selection [43, 
44]. XGB is a tree-based model that builds a set of 
week prediction models with minimizing the loss 
function. In this gradient boosting, each tree attempts 
to adjust the errors made by the pervious tree [45, 46, 
47]. Whereas DNN is consists of multiple layers, input, 
output, and hidden layers. The prediction is modelled 
by the intermediate hidden layers, where each one 
consists of linear predictors that are transferred to non-
linear functions [48, 49].  

For machine learning predictors, we incorporated 
features extracted from patients’ data such as age, sex, 
vital sign (heart rate, respiration rate, systolic blood 
pressure, diastolic blood pressure, body temperature, 
blood oxygen saturation level), and chief complaints. 
The data was sampled randomly with 80% (7327) as 
training set and 20% (1831) as a testing set, these 
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samples were used for training and testing the XGB 
and DNN algorithms. For tuning the hyperparameters 
of each model, we selected the grid search. We 

implemented XGB model using 10-fold cross-
validation to tune the learning rate and the maximum 
depth.

 

Table 2: Data categories and types 

Category Variable Data type Description 
Demographics Age  Numerical Patient’s age in term of year 
 Sex Categorical Patient’s sex converted to binary variable (1 as female, 0 as male). 

 
Vital sign Body temperature Numerical These variables represent vital sign in numbers. 
 Heart rate Numerical 
 Respiration rate Numerical 
 Systolic blood pressure Numerical 
 Diastolic blood pressure Numerical 
 Blood oxygen saturation level Numerical 
Chief 
complaint 

The top 35 most frequent 
values  

Categorical Chief complaints are the symptoms that patients reported at the 
emergency department.  

Triage code Canadian Triage and Acuity 
Scale (CTAS) 

Categorical Resuscitation (1), Emergent, (2), Urgent (3), 
Less urgent (4), Non-urgent (5) 

Response  Disposition Categorical This variable is represented as binary variable (1 as admission, 0 as 
discharge). 

 
For DNN, we used five-layers with tuned 
hyperparameters such as number of hidden layers, 
droop-out rate, learning rate, and lambda. For 
implementation, we used R packages, xgboost 
package to build XGB model [50] and keras package 
for DNN model [51, 52]. 

The prediction system was evaluated for each 
algorithm, the prediction performance was calculated 
on the test sample with confident interval about 95%. 
The ROC (Receiver Operating Characteristic)-AUC 
(Area Under the ROC curve) score was calculated. 
Additionally, confusion matrix was used to calculate 
sensitivity, specificity, positive predictive value 
(PPV), and negative predictive value (NPV). The 
ROC-AUC score is a performance measure indicates 
to the capability of the model in distinguishing the 
classes. The high score of this measure indicates to 
that the model is performing well at distinguishing the 
patients who were admitted to the hospital or not [53]. 
If the score closes to 1 means a good performance, 
whereas the score closes to 0 means a poor 
performance [54]. The confusion matrix includes the 
outcomes such as true positive (TP), false positive 
(FP), true negative (TN), and false negative (FN). 
Using these values, sensitivity, specificity, positive 
predictive value (PPV), and negative predictive value 
(NPV) can be calculated as shown in Equations 
(1,2,3,4). 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ൌ  
்௉

்௉ାிே
                                            (1) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 ൌ  
்௉

்௉ାிே
                                            (2) 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑖𝑡𝑣𝑒 𝑣𝑎𝑙𝑢𝑒ሺ𝑃𝑃𝑉ሻ  ൌ  
்௉

்௉ାி௉
        (3) 

𝑁𝑒𝑔𝑖𝑡𝑖𝑣𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑖𝑡𝑣𝑒 𝑣𝑎𝑙𝑢𝑒 ሺ𝑁𝑃𝑉ሻ   ൌ  
்௉

்௉ାிே
    (4) 

5. Result 

In this study, a total of 9,158 patients were 
included, consisting of 5844 (64%) male and 3314 
(36%) female. The triage levels of these data were 
(128, 1.39%) patients at level 1, (1337, 14.59%) at 
level 2, (4973, 54.3%) at level 3, (1731, 18.9%) at 
level 4, and (989, 10.7%) at level 5. Table 3 shows the 
results of the classification for both models. The ROC-
AUC was calculated for each model as shown in 
Figure 3. All machine learning algorithms exhibited a 
significantly higher AUC. The AUC of the XGB (0.85) 
was higher than the value of DNN (0.82) model. 
Additionally, XGB model exhibited a higher 
sensitivity compared to DNN whereas all the models 
demonstrated close specificity value. Both models 
have high negative predictive values.
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Table 3: The performance measures for each model. 

Algorithm AUC (95% CI) Sensitivity Specificity PPV NPV 
GXB 0.85 0.77 0.70 0.47 0.90 
DNN 0.82 0.71 0.71 0.48 0.87 

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.  Receiver operating characteristic curve for the models. XGB: extreme gradient boosting and DNN: deep neural network. 
 

The ORC diagram of the triage levels in XGB is 
shown in Figure 4, the AUC were calculated for all 
levels as 0.87, 0.83, 0.78, 0.80, 0.85, respectively. For 
DNN, the ORC is shown in Figure 5 and the AUC 
values for all levels are 0.84, 0.84, 0.75, 0.80, 0.83, 
respectively.  Table 4 and Table 5 show the sensitivity, 
specificity, positive predictive value (PPV), and 
negative predictive value (NPV) of all levels in XGB 
and DNN, respectively. Level 3 and 4 demonstrated a 
lower sensitivity (0.73, 0.74) in XGB and (0.83, 0.82) 
in DNN compared to levels 1, 2, and 5 (0.86, 0.82, 
0.79) in XGB and (0.83, 0.82, 0.78) in DNN, 
respectively.  As well, for the specificity, levels in 
XGB (leve1: 0.70, level2: 0.75, level3: 0.65, level4: 
0.77, level5: 0.83) yield a higher specificity than in 
DNN (leve1: 0.65, level2: 0.69, level3: 0.65, level4: 
0.75, level5: 0.80). The sensitivity in both algorithms 
demonstrated close values for all levels as shown in 
Figure 6, whereas XGB registered a little higher 
specificity than DNN regarding all the levels as shown 
in Figure 7.  In both models, most of the levels showed 

fair negative predictive values ranging from 0.82 to 
0.91. 

6. Discussion 

The primary objective of ED triage is to distinguish 
high-risk patients accurately and prioritize the patients 
based on the severity of their medical cases. 
Improving the effectiveness of ED triaging system is 
a key focus of research and studies among medical and 
healthcare perfectional [16, 55].  Enhancing the triage 
process is essential for ensuring that the patients 
receive the actual level of care and managing the ED 
resources. Utilizing machine learning models in 
triaging process enhances the clinicals prediction 
operations.  The main objective of this study is to 
accurately predict a high urgent and a less urgent level 
of patients at triage process in ED. We applied two 
machine leaning algorithms, naming, XGB and DNN 
incorporating variables of demographics, vital signs, 
and chief complaints that obtained from triage patients’ 
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records.   Our study shows that the machine learning 
models can reliably predict the triage level of the 
patients visiting the emergency department. 

 

Fig. 4. XGB multi-class receiver operating characteristic curve. 
 
 

 

Fig 5. DNN multi-class receiver operating characteristic curve. 
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Table 4: The performance measures for XGB per classes. 

CTAS Levels AUC (95% 
CI) 

Sensitivity Specificity PPV NPV 

Level1: Resuscitation (128, 1.39%) 0.87 0.86 0.70 0.76 0.82 
Level2: Emergent (1337, 14.59%) 0.83 0.82 0.75 0.61 0.89 
Level3: Urgent (4973, 54.3%) 0.78 0.73 0.65 0.35 0.90 
Level4: Less Urgent (1731, 18.9%) 0.80 0.74 0.77 0.52 0.89 
Level5: Non-Urgent (989, 10.79%) 0.85 0.79 0.83 0.74 0.86 

 
Table 5: The performance measures for DNN per classes. 

CTAS Levels AUC (95% 
CI) 

Sensitivity Specificity PPV NPV 

Level1: Resuscitation (128, 1.39%) 0.84 0.83 0.65 0.82 0.67 
Level2: Emergent (1337, 14.59%) 0.84 0.82 0.69 0.57 0.88 
Level3: Urgent (4973, 54.3%) 0.75 0.74 0.65 0.41 0.88 
Level4: Less Urgent (1731, 18.9%) 0.80 0.76 0.75 0.49 0.91 
Level5: Non-Urgent (989, 10.79%) 0.83 0.78 0.8 0.67 0.87 

 

 

Fig 6. Sensitivity measures per classes. XGB: extreme gradient 
boosting and DNN: deep neural network. 
 

 

Fig 7. Specificity measures per classes. XGB: extreme gradient 
boosting and DNN: deep neural network. 
 

In this study, we developed a prediction system 
that leverages XGB and DNN on 9,158 ED adult 
patients visits.  The models exhibited a good 
prediction performance.  The XGB algorithm 
demonstrated better distinguishing (AUC-ROC: 0.85) 
than DNN algorithm (AUC-ROC: 0.82). Furthermore, 
the prediction model including the two algorithms 
registered high sensitivity indicating to the decreasing 
of the number of under-triaged critical cases. Also, the 
values of the specificity for both algorithms indicate 
to less over-triage for the patients. Additionally, the 
result for triage levels revealed that both machine 
leaning models (XGB and DNN) demonstrated high 
sensitivity for Level 1 and level 2, which means that 
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the patients who should classified as level 1 or level 2 
were classified correctly.   In both models, level 3 and 
level 4 registered very close sensitivity values but less 
than other levels that might means the patients who 
should codded as level 3 or level 4 were assigned to 
the lower levels.  Level 5 has slightly high sensitivity 
value that might because less patient who needed to 
assign to this emergency triage code.  The specificity 
in XGB for all levels except for level 3 are high (>70), 
whereas DNN exhibited lower specificity for all levels. 
Hence, the XGB is better than DNN in distinguishing 
the patients who shouldn’t assigned to specific level. 
In term of ROC-AUC scores, all the levels in XGB and 
DNN registered high scores (>80) except level 3. That 
may suggest that the models misclassified some 
patients who need be classified in level 3.  While our 
predication model demonstrated a good predictive 
capability, the performance needs improvement.  The 
performance can be improved by using more 
predictors such as patients’ history, onset times, mode 
of arrival, and ED resources. Our finding suggests that 
the machine learning models for prediction ED triage 
can provide an accurate triage decision and leading to 
improve the resource allocation and the patients’ 
health outcomes. Furthermore, it can efficiently 
address over-triage and under-triage problems and 
enhance the patient’s treatment experience.  

The current study has several potential limitations. 
The data used in this study was obtained from a single 
hospital, therefore, more medical data form different 
medical institutes is required to improve and 
generalize the model. Furthermore, the machine 
learning algorithms were trained on data not included 
patient history, time of arrival, or patient mode of 
arrival. Expanding the data to include these features 
may improve the model performance. 

7. Conclusion 

Machine learning models provide new ways to 
support ED triage decision making which may 
enhance the patient care and the resource utilization. 
In ED setting, ML models showed a significant 
performance in predicting patients’ outcomes. Using 
11,584 patients’ records, we developed a machine 
learning prediction system that can assign the patients 
to the correct triage levels. The system includes two 
machine learning models, naming XGB and DNN. 
These models demonstrated a superior performance in 
differentiation between five triage levels. Moreover, 

the proposed system would lower the number of 
under-triage and over-triage cases that caused by 
conventional approaches. Additionally, this study can 
offer support to the medical staff in precise decision 
making. Future work may focus on incorporating 
more features in the prediction model to improve the 
prediction performance. Moreover, combining 
different machine learning models in the system to 
provide more a broad system. 
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