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Abstract 
People have been using more energy in the last years. Several 
research studies were conducted to develop sustainable energy 
sources that can produce clean energy to fulfill our energy 
requirements. Using renewable energy sources helps to decrease 
the harm to the environment caused by conventional power plants. 
Choosing the right location and capacity for DG-RESs can greatly 
impact the performance of Radial Distribution Systems. It is 
beneficial to have a good and stable electrical power supply with 
low energy waste and high effectiveness because it improves the 
performance and reliability of the system. This research 
investigates the ideal location and size for solar and wind power 
systems, which are popular methods for producing clean 
electricity. A new artificial intelligent algorithm called Nutcracker 
Optimization Algorithm (NOA) is used to find the best solution in 
two common electrical systems named IEEE 33 and 69 bus 
systems to examine the improvement in the efficiency & reliability 
of power system network by reducing power losses, making 
voltage deviation smaller, and improving voltage stability. Finally, 
the NOA method is compared with another method called PSO 
and developed Hybrid Algorithm (NOA+PSO) to validate the 
proposed algorithm effectiveness and enhancement of both 
efficiency and reliability aspects. 
Keywords: 
Artificial intelligence algorithms, efficiency, reliability, renewable 
energy sources, nutcracker optimization algorithm, distributed 
generation, radial distribution systems. 
 
1. Introduction 

 
Radial distributed systems (RDSs) are commonly 

utilized in areas with minimal population due to their 
affordability and ease of construction. In these systems, one 
power source gives electricity to lots of customers. 
However, they have some problems [1]. 
One problem is that if the power goes out or the power line 
gets broken, all the energy will be lost and cannot come 
back until it is fixed. Another negative aspect is that power 
losses are increasing, which would make efficiency lower 
and harm the economy [2]. 

Compensators serve as a key solution for addressing 
these problems [1-4]. RDSs employ numerous devices to 
enhance voltage and power quality, minimize power loss, 

and increase generation reserve [3,4]. The way these 
compensators work is by helping to keep the reactive power 
of the system balanced. Adding some smaller power 
generation sources, particularly those that use renewable 
energy sources, is another crucial method. DGs are 
technologies that can be placed close to where the power is 
needed. They are flexible and can be easily adjusted to meet 
different requirements. They make the power transmitted 
through the transmission lines, so there is less power lost 
and the system becomes more efficient. One of the main 
advantages of using DG-RESs is that it gives customers 
reliable, affordable, and environmentally friendly 
electricity [5]. Renewable energy's inclusion in the power 
grid is seen as an important solution for the rising need for 
electricity and to address environmental issues. Many 
renewable energy sources, such as solar panels, wind 
turbines, and fuel cells, were added to the electrical grid [6].  

There are three primary advantages to the electricity 
system when renewable energy sources are utilized as 
distributed generators: environmental preservation, 
financial savings, and enhanced technical aspects [7,8]. 
Furthermore, installing Renewable Energy Sources (RESs) 
in the right location with enough capacity can improve the 
quality of distribution power systems. This can enhance the 
voltage profile and decrease power losses in the network [8–
11]. Studies have shown that the placement of DGs in 
incorrect locations and at appropriate capacities has been 
shown to result in power flowing back towards the 
distribution substation. The system might get overloaded, 
which could make the system lose more power [12]. 
Different research studies in this filed have recently focused 
on finding out an optimal DG location and size in 
distribution systems via different methods of implantation 
methods, for example, solving multi-objective functions, 
most sensitive buses, novel power stability indexes, and 
lowest voltage buses [13-16]. Many of these works used 
optimization methods to make finding the best place and 
size for DGs easier. There are several artificial intelligent 
algorithms for optimization that scientists use to solve 
problems. Some of these algorithms include Particle Swarm 
Optimization, Genetic Algorithm, Gray Wolf Optimization, 
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Hybrid Big Bang–Big Crunch Approach, Bat Approach, 
Modified Bacterial Foraging Optimization, Invasive Weed 
Optimization, Water Cycle Algorithm, Ant Colony 
Algorithm, Chaotic Symbiotic Organisms Search 
Algorithm, Modified Teaching–Learning based 
Optimization Algorithm, Cuckoo Search Algorithm, 
Marine Predators Optimizer, and Heuristic Methods [17–34] 
were proposed to handle the process of placing DG. In this 
work, we are using two common radial systems, IEEE 33 
[35–51], and 69 [52–61], the objective of these studies was 
to find out the optimal location and size of distributed 
generators in the radial distribution systems, considering the 
requirements for voltage stability and minimal power losses. 
These studies were able to figure out the best position and 
size, while considering the power losses and voltage levels. 
You can still try to solve this problem using newer 
optimization methods instead of the ones mentioned in [35–
61].  

This work presents a new way to find the best 
placement and size of DGs in RDSs. The goal is to reduce 
power losses and improve voltage levels to enhance both 
the system efficiency and reliability, while considering all 
the needs and restrictions for the task of optimization. This 
new optimization technique is called Nutcracker 
Optimization Algorithm (NOA) [62] which has many 
advantages such as: 

 Easy to implement. 
 Able to avoid falling into local optima for several 

optimization problems with various characteristics. 
 Having a high convergence speed 

We still don't believe that RESs can be optimized using 
NOA. This encourages us to support NOA in managing this 
task. It is used to find the best ways to assign and utilize DG 
in Standard RDSs. The NOA findings are being compared 
with different method PSO to see if it is good at finding the 
best ways to allocate resources and manage DGs. This helps 
decrease power loss and improve voltage levels in addition 
to improving reliability. Developed hybrid (NOA+PSO) 
has been presented to furnish the improvement and 
effectiveness of the performance and system. 

This article provides the following contributions: 
• NOA as a successful optimization tool to handle the issue 
of the optimum position and size of PV and WT in RDSs is 
adopted to reduce power losses and reinforce the system 
voltage profile. 
• The efficiency factors for the system are examined to find 
the power losses after placing the DGs in the standard IEEE 
33, and 69 Bus systems. Moreover, the voltage stability 
index (VSI) and is inspected for all RDSs.  
• The reliability factors for the system are examined to find 
EENS, LOLE, SAIDI and CAIDI after placing the DGs in 
the standard IEEE 33 and 69 Bus systems.  

This article is arranged as follows: the suggested NOA 
and Hybrid (NOA+PSO) are discussed in Section 2; then, 

the developed objective function is addressed in Section 3; 
the outcomes and discussion are illustrated in Section 4, and 
finally, Section 5 presents the conclusion. 

 
2. Nutcracker Optimization Algorithm 

 
     In this research, we started by surveying the different 
existing teaching strategies. This survey looked at different 
ways and mainly focused on traditional and virtual teaching 
strategies.  

2.1 Inspiration of Nutcracker in Nature 
    The Nutcracker optimization algorithm (NOA) is a 
nature-inspired algorithm that simulates the distinct 
behavior of a nutcracker bird that occurs in two separate 
periods. Nutcrackers are intelligent birds with a strong 
spatial memory. 
     Nutcrackers are medium-sized birds with long, sharp 
bills as shown in Fig. 1. Pine seeds represent the primary 
food source of these birds. In the summer and fall seasons, 
the nutcracker searches for seeds and stores them in 
appropriate caches. Later in the winter and spring seasons, 
the nutcracker uses its powerful memory to recover 
previously stored seeds. 

 

 

                                Fig. 1.  Nutcracker Bird 

2.2 Foraging and Storage Strategy 

Nutcracker employs the first strategy, 
represented by the foraging and storage. It implements the 
first strategy in the summer and fall seasons and searches 
for good seeds and stores them, in suitable areas, away from 
the collection area as shown in Fig. 2. 

 

                   Fig. 2. Search Space in NOA 
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2.3 Cache-Search and Recovery Strategy 

Nutcracker employs the second strategy, represented 
by cache-search and recovery. It implements the second 
strategy in the winter and spring seasons. Also, nutcracker 
uses more than one object or marks reference points (RPs) 
that help it remember storage locations as shown in Fig. 3. 

 

 
Fig. 3. Three different locations for the nutcracker in 3-D space, with 

three different locations of 𝑹𝑷 for one cache 

2.4 Reference Memory 

Nutcracker uses the spatial memory strategy to search 
for the hidden caches marked at different angles using 
various RPs as represented in Fig. 4.  

 
      

             Fig. 4. Different viewing angles of the nutcracker for both cache 
and 𝑹𝑷 

 

In Fig. 5, flowchart has been illustrated the framework of NOA in 
information sharing mechanism among two strategies. 

 

                 Fig. 5. Framework of NOA 

2.5 Exploration Phase 1 (Foraging Stage) 
 

At this stage, the nutcracker starts foraging for good 
seeds in the collection area (the search space). If the 
nutcracker cannot find good seeds, then it will seek another 
cone in another position within pine trees or other trees. 
This behavior can be mathematically modelled using the 
position update strategy as follows: 

 

𝑋⃗௜
௧ାଵ ൌ ൞

𝑋௜,௝
௧                                                                                         𝑖𝑓 𝜏ଵ ൏ 𝜏ଶ

ቊ
𝑋௠,௝
௧ ൅ 𝛾. ൫𝑋஺,௝

௧ െ 𝑋஻,௝
௧ ൯ ൅ 𝜇. ൫𝑟ଶ.𝑈௝ െ 𝐿௝൯,        𝑖𝑓 𝑡 ൑ 𝑇௠௔௫ 2.0⁄  

𝑋஼,௝
௧ ൅ 𝜇. ൫𝑋஺,௝

௧ െ 𝑋஻,௝
௧ ൯ ൅ 𝜇. ሺ𝑟ଵ ൏ 𝛿ሻ. ൫𝑟ଶ.𝑈௝ െ 𝐿௝൯,    𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (1) 

 
Where: 𝑋⃑௜

௧ାଵ is the new position of the ith nutcracker in the 
current generation t; 𝑋⃑௜,௝

௧   is the jth position of the ith 

nutcracker in the current generation; 𝑋⃑௠,௝
௧  is the mean of the 

jth dimensions of all solutions of the current population in 
the iteration t; Uj and Lj are vectors, including the upper and 
lower bound of the jth dimension in the optimization 
problem; 𝛾 is a random number generated according to the 
levy flight;  𝜏1, 𝜏2, 𝑟, and 𝑟1 are random real numbers in 
the range of [0,1]; A, C, and B are three different indices 
randomly selected from the population;  and µ is a number 
generated based on the normal distribution. 

2.6 Exploitation Phase 1 (Storage Stage) 

At this stage, the nutcrackers begin by transporting the 
food to a storage area, where they exploit pine seed crops 
and store them. Such behavior can be mathematically 
expressed as follows: 
 

𝑋⃗௜
௧ାଵሺ௡௘௪ሻ ൌ ൞

 𝑋ሬሬሬ⃗ ௜
௧ ൅ 𝜇. ൫𝑋⃗௕௘௦௧

௧ െ 𝑋⃗௜
௧൯. |𝜆| ൅  𝑟ଵ. ൫𝑋⃗஺

௧ െ 𝑋⃗஻
௧ ൯   𝑖𝑓 𝜏ଵ ൏ 𝜏ଶ

𝑋⃗௕௘௦௧
௧ ൅ 𝜇. ൫𝑋⃗஺

௧ െ 𝑋⃗஻
௧ ൯                                         𝑖𝑓 𝜏ଵ ൏ 𝜏ଷ

𝑋⃗௕௘௦௧
௧ . 𝑙                                                                𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2) 

 

Where: 𝑋⃑௜
௧ାଵሺ௡௘௪ሻ  is a new position in the storage area of 

the nutcrackers in current iteration t; 𝑋⃑௕௘௦௧
௧  is the best 

position/cache in iteration t, 𝜆 is a number generated 
according to the levy flight, and 𝜏3 is a random number 
between 0 and 1; and l is a factor that linearly decreased 
from 1 to 0 to diversify in the exploitation behavior of NOA. 
This variety in the exploitation operator of NOA will help 
in accelerating its convergence speed, in addition to 
avoiding stuck into local minima that might occur when 
searching in one direction. 

2.7 Balance between Exploration Phase-1 and 
Exploitation Phase-1 

In the NOA, in order to maintain the balance between 
exploration phase 1 and exploitation phase 1 as shown in 
Fig. 6, the following formula is proposed: 

 

𝑋⃗௜
௧ାଵ ൌ  ൜

𝐸𝑞. ሺ1ሻ,          𝑖𝑓 𝜑 ൏ 𝑃௔ଵ
𝐸𝑞. ሺ2ሻ,          𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                 (3) 
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Where: 𝜑 is a random number between zero and one, and 
𝑃௔ଵ represents a probability value that is linearly decreased 
from one to zero based on the current generation. 

 
Fig. 6. Flowchart of the exploration and exploitation process in the 

foraging and storage strategy 

2.8 Exploration Phase 2 (Cache-Search Stage) 

At this stage, the Nutcrackers begin to search and 
explore their caches. They use a spatial memory strategy to 
locate their caches and use multiple objects as signals for a 
single cache. For simplicity, we will assume that each cache 
has only two objects. In NOA, two RPs of each 
cache/nutcracker of the population can be defined using the 
following matrix: 

 
Where: represent 𝑅𝑃ሼଵ and 𝑅𝑃ሼଶ (objects) of cache position 
𝑋𝑓  of ith nutcracker in the current generation t. 
 

The first and second 𝑅𝑃𝑠 are generated by updating 
the current position within the neighbouring regions to find 
hidden caches around the nutcrackers. The mathematical 
formula for generating the first and second RPs are as 
follows: 
 

𝑅𝑃ሬሬሬሬሬ⃗ ௜,ଵ
௧ ൌ  ቊ

𝑋⃗௜
௧ ൅ 𝛼. cosሺ𝜃ሻ . ൫𝑋⃗஺

௧ െ 𝑋⃗஻
௧ ൯ ൅ 𝛼.𝑅𝑃,          𝑖𝑓 𝜃 ൌ 𝜋 2⁄

𝑋⃗௜
௧ ൅ 𝛼. cosሺ𝜃ሻ . ൫𝑋⃗஺

௧ െ 𝑋⃗஻
௧ ൯,                          𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       (4) 

 
𝑅𝑃ሬሬሬሬሬ⃗ ௜,ଶ

௧ ൌ

 ቊ
𝑋⃗௜
௧ ൅ ሺ𝛼. 𝑐𝑜𝑠ሺ𝜃ሻ . ሺ൫𝑈ሬሬ⃗ െ 𝐿ሬ⃗ ൯. 𝜏ଷ ൅ 𝐿ሬ⃗ ሻ ൅ 𝛼.𝑅𝑃ሻ.𝑈ሬሬ⃗ ଶ,     𝑖𝑓 𝜃 ൌ 𝜋 2⁄

𝑋⃗௜
௧ ൅ 𝛼. 𝑐𝑜𝑠ሺ𝜃ሻ . ሺ൫𝑈ሬሬ⃗ െ 𝐿ሬ⃗ ൯. 𝜏ଷ ൅ 𝐿ሬ⃗ ሻ.𝑈ሬሬ⃗ ଶ,                        𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

        (5)             

 
Where: 𝑅𝑃ሼଵ and 𝑅𝑃ሼଶ  represent the first and the second 
RP of the cache position 𝑋⃗௜

௧of the ith nutcracker in the 
current iteration t; 𝑟ଶ is a vector that includes values 
randomly generated in the range [0, l]; 𝑋⃗஺

௧  ,  𝑋⃗஻
௧  t are the 

cache positions of the Ath and Bth nutcrackers, respectively, 
in the iteration t; RP is a random position; 𝜃 is a random in 
the range [0 , 𝜋]; and 𝑈ሬሬ⃗ ଶ  is a random number equal to 1 if 
𝑟ଶ < 𝑃௥௣ , otherwise equal to zero, 𝑃௥௣ is a probability 

employed to determine the percentage of globally exploring 
other regions within the search space. 
 
𝛼 ensures that the NOA converges on a regular basis, 
allowing the nutcracker to improve its RP selection in the 
next generations. a can be calculated according to the 
following equation: 
 

𝛼 ൌ  

⎩
⎨

⎧ ቀ1 െ
௧

೘்ೌೣ
ቁ
ଶ.

೟
೅೘ೌೣ  ,          𝑖𝑓 𝑟ଵ ൐ 𝑟ଶ

ቀ
௧

೘்ೌೣ
ቁ
మ
೟ ,                         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                 (6) 

Where: 𝑡  and 𝑇௠௔௫  indicate the current and maximum 
generations, respectively. The first state in Eq. (6) linearly 
decreases with the iteration to improve the convergence 
speed of the NOA. Meanwhile, the second state linearly 
increases to avoid being stuck into local minima, which 
might occur because of the first state. 
 

In NOA, all nutcrackers will apply the exploration 
mechanism to search for the most promising areas that 
might contain a near-optimal solution. With each generation 
passed, the algorithm will explore and exploit areas around 
caches with appropriate RPs to avoid getting stuck in local 
minima. The new position of a nutcracker can be updated 
using the following equation: 
 

𝑋⃗௜
௧ାଵ ൌ  ቊ 

𝑋⃗௜
௧,                    𝑖𝑓 𝑓ሺ𝑋⃗௜

௧ሻ ൏ 𝑖𝑓ሺ𝑅𝑃ሬሬሬሬሬ⃗ ௜,ଵ
௧ ሻ

𝑅𝑃ሬሬሬሬሬ⃗ ௜,ଵ
௧ ,                                  𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

               (7) 

2.9 Exploitation Phase 2 (Recovery Stage) 

At this stage, the Nutcracker tries to recover its cache. 
The following scheme (recovery scheme) depicts the 
possibilities that a Nutcracker might encounter when 
searching for its cache as shown in Fig. 7: 
 

 
Fig. 7. Probable options for the Nutcracker to recover its recover its cache 

The following equation simulates the first possibility 
(Nutcracker remember cache) 
 

𝑋௜,௝
௧ାଵ ൌ  ቊ 

𝑋௜,௝
௧ ,                                                                            𝑖𝑓 𝜏ଷ ൏ 𝜏ସ

𝑋௜,௝
௧ ൅ 𝑟ଵ. ൫𝑋௕௘௦௧,௝

௧ െ 𝑋௜,௝
௧ ൯ ൅ 𝑟ଶ. ൫ 𝑅𝑃ሬሬሬሬሬ⃗ ௜,ଵ

௧ െ 𝑋஼,௝
௧ ൯,𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (8)       

 

However, the following equation simulates the second 
possibility (Nutcracker does not remember cache): 
 

𝑋⃗௜
௧ାଵ ൌ  ቊ  

𝑋⃗௜
௧,                     𝑖𝑓   𝑓൫𝑋⃗௜

௧൯ ൏ 𝑖𝑓ሺ𝑅𝑃ሬሬሬሬሬ⃗ ௜,ଶ
௧ ሻ

𝑅𝑃ሬሬሬሬሬ⃗ ௜,ଶ
௧ ,                                     𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

          (9) 

 

Eq. (9) offers an opportunity for the NOA to explore new 
regions around the second RP and exploit promising areas 
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where a potential solution could be found. In NOA, a 
nutcracker is assumed to find its cache using the second 𝑅𝑃, 
so Eq. (8) is updated based on the second RP using the 
following equation: 

 

𝑋௜௝
௧ାଵ ൌ  ቊ  

𝑋௜௝
௧ ,                                                                               𝑖𝑓 𝜏ହ ൏ 𝜏଺

𝑋௜௝
௧ ൅ 𝑟ଵ. ሺ𝑋௕௘௦௧,௝

௧ െ 𝑋௜௝
௧ ሻ ൅ 𝑟ଶ. ሺ𝑅𝑃ሬሬሬሬሬ⃗ ௜,ଶ

௧ െ 𝑋஼௝
௧ ሻ,      𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

        (10) 
 

Where: 𝑟ଵ , 𝑟ଶ, 𝜏ସ and 𝜏ହ are a random number between 0 
and 1. 
 
In summary, the simulation of the recovery behavior 
(recovery scheme) can be summarized in the following: 
 

𝑋⃗௜
௧ାଵ ൌ  ൜

𝐸𝑞. ሺ13ሻ,          𝑖𝑓 𝜏଻ ൏ 𝜏଼
 𝐸𝑞. ሺ15ሻ,          𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                  (11) 
 

Where:  𝜏଻ and 𝜏଼ are a random number between 0 and 1. 
The following equation is proposed to achieve the trade-off 
between exploration behaviors about the first and second 
𝑅𝑃𝑠: 
 

𝑋⃗௜
௧ାଵ ൌ  ൜

 𝐸𝑞. ሺ7ሻ,          𝑖𝑓 𝑓ሺ𝐸𝑞. ሺ7ሻሻ ൏  𝑓ሺ𝐸𝑞. ሺ9ሻሻ
𝐸𝑞. ሺ9ሻ,                                        𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (12) 

2.10 Balance between Exploration Phase-2 and 
Exploitation Phase-2 

In the NOA, to maintain the balance between 
exploration phase 2 and exploitation phase 2, the following 
formula is proposed: 

𝑋⃗௜
௧ାଵ ൌ  ൜

 𝐸𝑞. ሺ11ሻ,                       𝑖𝑓 ∅ ൏  𝑃௔ଶ
𝐸𝑞. ሺ12ሻ,                       𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

        (13) 

∅ is a random number between zero and one, and 𝑃௔ଶ 
represents a probability value that is equal to 0.2. 
 

The flowchart of NOA is represented to explain the 
algorithm process steps as illustrated in Fig. 8 in Annexure. 

2.11 Developed Hybrid Algorithm (NOA+PSO) 

     A hybrid algorithm is a method that uses multiple 
algorithms to solve a problem. It can either use one 
algorithm based on the data or switch between them during 
the process. This is usually done to put together the best 
parts of each, so that the whole algorithm is better than each 
one alone. 
     A "Hybrid Algorithm" is not just about mixing different 
algorithms to solve a new problem. Many algorithms are 
already made up of smaller parts. Hybrid algorithms are 
specifically about combining different algorithms that solve 
the same problem but have different performance. 
    In this article, the proposed NOA has been utilized to 
create hybrid algorithm using one of previous famous 
optimization algorithm that called Particle swarm 
optimization (PSO) which create the hybrid algorithm 
(NOA+PSO) as presented in flow chart in Fig. 9 in 
Annexure. 

 

3. Objective Charge Function 

The developed objective charge function has been 
used to decrease the amount of power losses and to enhance 
the voltage profiles and voltage stability index (VSIs). The 
optimal DG location and size can be determined by solving 
the objective charge function (14): 

𝐹௧ ൌ 𝑤ଵ. 𝑜𝑓ଵ ൅  𝑤ଶ. 𝑜𝑓ଶ ൅  𝑤ଷ. 𝑜𝑓ଷ  ൅  𝑤ସ. 𝑜𝑓ସ ൅  𝑤ହ. 𝑜𝑓ହ ൅
           𝑤଺.𝑜𝑓଺ ൅  𝑤଻. 𝑜𝑓଻            ሺ14ሻ 

where  𝑜𝑓ଵ  represents the real losses minimization as 
shown in equation ሺ15ሻ: 

𝑜𝑓ଵ ൌ  
∑ ሺ௉ಽ೔೙೐೗೚ೞೞሺ௜ሻሻೌ೑೟೐ೝ ವಸ
ಽ
౟సభ 

∑ ሺ௉ಽ೔೙೐೗೚ೞೞሺ௜ሻሻ್೐೑೚ೝ೐ ವಸ
ಽ
౟సభ 

  ሺ15ሻ 

𝑜𝑓ଶ  displays the improvement of the VDI according to 
the following equation: 

𝑜𝑓ଶ ൌ  
௏஽ூሺ௞ሻ್೐೑೚ೝ೐ ವಸ 

௏஽ூሺ௞ሻೌ೑೟೐ೝ ವಸ 
   (16) 

𝑜𝑓ଷ refer to the VSI improvement which can be calculated 
through equation (17): 

𝑜𝑓ଷ ൌ  
௏ௌூሺ௞ሻ್೐೑೚ೝ೐ ವಸ

௏ௌூሺ௞ሻೌ೑೟೐ೝ ವಸ 
    (17) 

𝑜𝑓ସ shows the reduction in expected Energy Not Supplied 
ENS as follows in equation (19): 

𝑜𝑓ସ ൌ  
ாேௌሺ௞ሻೌ೑೟೐ೝ ವಸ

ாேௌሺ௞ሻ್೐೑೚ೝ೐ ವಸ 
   (19) 

𝑜𝑓ହ offers the reduction in expected Energy Not Supplied 
ENS as representing in equation (20): 

𝑜𝑓ହ ൌ  
௅ை௅ாሺ௞ሻೌ೑೟೐ೝ ವಸ

௅ை௅ாሺ௞ሻ್೐೑೚ೝ೐ ವಸ 
  (20) 

Where LOLE means the loss of load expected in percentage 
(%).  

𝑜𝑓଺  shows the enhancement in the System average 
Interruption Duration Index (SAIDI) as per equation (21): 

𝑜𝑓଺ ൌ  
ௌ஺ூ஽ூሺ௞ሻೌ೑೟೐ೝ ವಸ

ௌ஺ூ஽ூሺ௞ሻ್೐೑೚ೝ೐ ವಸ 
   (21) 

 𝑜𝑓଻  appears the enhancement in the Customer Average 
Interruption Duration Index (CAIDI) according to equation 
(23): 

𝑜𝑓଻ ൌ  
஼஺ூ஽ூሺ௞ሻೌ೑೟೐ೝ ವಸ

஼஺ூ஽ூሺ௞ሻ್೐೑೚ೝ೐ ವಸ 
   (23) 

𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5, 𝑤6, and 𝑤7 are weighting factors. 
The sum of the weights is one that can be observed in the 
equation (25): 

𝑤ଵ ൅  𝑤ଶ ൅  𝑤ଷ  ൅  𝑤ସ ൅  𝑤ହ ൅  𝑤଺ ൅  𝑤଻ ൌ 1 (25) 
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The weighting factors assumption used are as follows: 

𝑤1 ൌ 0.2,  𝑤2 ൌ 0.05,  𝑤3 ൌ 0.05,  𝑤4 ൌ 0.15,  
𝑤5 ൌ 0.15,  𝑤6 ൌ 0.2 and 𝑤7 ൌ 0.2 

4. Outcomes and Discussion 

      The newly developed NOA and hybrid (NOA+PSO) 
were studied for different RDSs. The results of RDSs IEEE 
33 bus and IEEE 69 bus are furnished in detail. The new 
techniques were examined using MATLAB. 

4.1. Simulation Results for the IEEE-33 Bus RDS 
      The first case study done using NOA involved a system 
with 33 nodes. Figure 10 shows a simple drawing of the 
system that has main feeders’ line and three branches. This 
net standard demand of the system is 3720 kW and 2300 
kVar at a voltage scale of 12.66 kV. The developed NOA 
has proved its effectiveness to determine the optimal 
allocation and sizing of PV (solar panels), and WT (wind 
turbines) individually and combined with comparison to 
another algorithm like PSO (Particle Swarm Optimization). 
Tables 1, 2, and 3 in Annexure illustrate the influences of 
establishing various scenarios of DGs installation either 
individually or combined on the system behaviors. 
 

 
Figure 10. IEEE-33 Bus Radial Distribution System 

 
 

4.1.1. PV as a DG-RES in IEEE 33-bus system: 
In this case, only the PV system has been added as a 

DG-RES for the IEEE-33 bus system. The optimal 
placement for the PV system was determined to be at bus 
26, 6, 26, with the rating of 1715 kW using NOA, PSO, and 
Hybrid (NOA+PSO) methods, respectively.  
     This improvement was achieved by using the NOA 
algorithm, which facilitated the identification of the most 
suitable position and size for deploying a single DG-PV unit 
inside the IEEE 33 Bus RDS as summarized in Table 1 in 
Annexure. 
 

 

     The voltage profile was improved by using NOA and 
Hybrid (NOA+PSO) approach, resulting in a minimum 
value of 0.963202 p.u at bus 18 as shown in Fig. 11 which 
reflect better result than PSO 0.963196 p.u. at bus 18. 
 

 
Fig. 11. Voltage Profile of IEEE-33 Bus in case of DG PV using NOA 

Algorithm 
 

4.1.2. WT as a DG-RES in IEEE 33-bus system: 
      In this case, WT system has been adopted as a DG-
RES for the IEEE-33 bus system. The optimal placement 
was determined to be at bus 18, with the rating of 3560 
kW/712 KVar using NOA, PSO, and Hybrid (NOA+PSO) 
methods.  
     This improvement was achieved by using the NOA 
algorithm, which facilitated the identification of the most 
suitable position and size for deploying a single DG-PV unit 
inside the IEEE 33 Bus RDS as summarized in Table 2 in 
Annexure. 
The voltage profile was improved by using NOA approach, 
resulting in a minimum value of 0.962 p.u at bus 18 as 
shown in Fig. 12. 

 

 
Fig. 12. Voltage Profile of IEEE-33 Bus in case of DG WT using NOA 

Algorithm 
 

4.1.4. Combined PV and WT as a DG-RES in IEEE 33-
bus system: 
     This combined PV and WT system will be used as a DG-
RES for the IEEE-33 bus system. NOA, PSO, and Hybrid 
(NOA+PSO) were used to compute these optimum 
locations as per the results shown in Table 3 in Annexure, 
PV and WT should be installed on buses 18/21, 18/19, and 
18/29, and PV system ratings, were 2500 kW, 2500 kW, and 
2800 kW, whereas WT systems had ratings of 2283 kW/331 
KVar, 2284 kW/57 KVar, and 2552 kW/-697 KVar, 
respectively.  
 
 

The voltage profile improved using NOA technique to a 
minimum of 0.961855 p.u. at bus 18 as shown in Fig. 13, 
whereas the best result was obtained from Hybrid 
(NOA+PSO) to be 0.961868 p.u. 
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Fig. 13. Voltage Profile of IEEE-33 Bus in case of Combined DGs PV 

and WT using NOA Algorithm 

 
4.2. Simulation Results for the IEEE-69 Bus RDS 

The first case study done using NOA involved a 
system with 69 nodes. Figure 14 shows a simple drawing of 
the system that has main feeders’ line and three branches. 
This net standard demand of the system is net standard 
demand of 3800 kW and 2690 kVar at a voltage scale of 
12.66 kV. The developed NOA has proved its effectiveness 
to determine the optimal allocation and sizing of PV, and 
WT individually and combined with comparison to other 
algorithms such PSO (Particle Swarm Optimization). 
Tables 4, 5, and 6 in Annexure illustrate the influences of 
establishing various scenarios of DGs installation either 
individually or combined on the system behaviors. 

 
Figure 14. IEEE-69 Bus Radial Distribution System 

 

4.2.1. PV as a DG-RES in IEEE 69-bus system: 
In this scenario, only PV system has been utilized as a 

DG-RES for the IEEE-69 bus system. The optimal 
placement for the PV system was determined to be at bus 9, 
with the ratings of 6631 kW, 5596 kW and 6631 kW using 
NOA, PSO, and Hybrid (NOA+PSO) methods, respectively.  
     This improvement was obtained by using NOA 
algorithm, which facilitated the identification of the most 
suitable position and size for deploying a single DG-PV unit 
inside the IEEE 69 Bus RDS as summarized in Table 4 in 
Annexure. 
 

     The voltage profile was improved by using NOA and 
Hybrid (NOA+PSO) approach, resulting in a minimum 
value of 0.975814 p.u at bus 27 as shown in Fig. 15 which 
reflect better result than PSO 0.974951 p.u. at bus 27. 
 

 
Fig. 15. Voltage Profile of IEEE-69 Bus in case of DG PV using NOA 

Algorithm 

 
4.2.2. WT as a DG-RES in IEEE 69-bus system: 

In this case, WT system has been incorporated as a DG-
RES for the IEEE-69 bus system. The optimal placement 
was determined to be at bus 27, with the rating of 7120 kW/ 
1424 KVar using NOA, PSO, and Hybrid (NOA+PSO) 
methods.  
     As summarized in Table 5 in Annexure, the 
improvement was achieved by using the NOA algorithm, 
which facilitated the identification of the most suitable 
position and size for deploying a single DG-PV unit inside 
the IEEE 69 Bus RDS  

 

As shown in Fig. 16, it is observed the voltage profile 
improvement by using NOA approach, resulting in a 
minimum value of 0.974283 p.u at bus 27. 
 

 
Fig. 16. Voltage Profile of IEEE-69 Bus in case of DG WT using NOA 

Algorithm 
 

4.2.4. Combined PV and WT as a DG-RES in IEEE 69-
bus system: 
     This combined PV and WT system will be incorporated 
as a DG-RES for the IEEE-69 bus system. As illustrated 
results in Table 6 in Annexure, NOA, PSO, and Hybrid 
(NOA+PSO) were utilized to compute the optimum 
locations for PV and WT which should be installed on buses 
27/69, 27/26, and 27/69, and PV system rating, were 7120 
kW, whereas WT systems had rating of 7120 kW/-892 
KVar, 7120 kW/262 KVar,  and 7120 kW/435 KVar, 
respectively.  
 

     The voltage profile improved using NOA technique to a 
minimum of 0.974183 p.u. at bus 18 as shown in Fig. 17. 
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Fig. 17. Voltage Profile of IEEE-69 Bus in case of Combined DGs PV 

and WT using NOA Algorithm 

5. Conclusions 

This article used NOA and hybrid (NOA+PSO) to find 
the best location and size of energy distributed generators 
in common radial distribution system. This process was 
created to make the system more efficient and reliable by 
improving the system indices that related to power loss, 
voltage levels, VSI, VDI, ENS, LOLE, SAIDI, and CAIDI. 
The results compared with other famous methods. The most 
important findings of this paper were: 
1. A multi-objective function was created with considering 
an assumption weighting factors to improve the electricity 
systems performance. It aims to reduce power losses, 
improve voltage levels, in addition to improve selected 
reliability indices of various RDSs such as ENS, LOLE, 
SAIDI and CAIDI.  
2. The WT installation is more effective at reducing power 
loss compared to PV. 
4. With the combination of PV, and WT which shows the 
results enhancement in the overall system performance in 
both efficiency and reliability aspects and provide the best 
fitness value with respect to the selected weighting factors 
for the objective function. 
5. The importance of NOA was confirmed in relation to 
power losses reduction to be 2.81% in IEEE33 Bus system, 
and 55.83% in IEEE 69 Bus system. The future concern of 
this study is on implementing new approaches for large-
scale renewable energy systems with other energy sources 
and utilizing battery energy storage systems (BESS). 
 
Conflict of interest 
The authors assert that no conflict of interest exists. 
 
 

References 

[1] E. S. Ali, S. M. Abd-Elazim, A. Y. Abd-Elaziz, “Improved 
Harmony Algorithm and Power Loss Index for Optimal 
Locations and Sizing of Capacitors in Radial Distribution 
Systems,” Int. J. Electr. Power Energy Syst., vol. 80, pp. 252–
263, 2016. https://doi.org/10.1016/j.ijepes.2015.11.085 

[2] Y. Abd-Elaziz, E. S. Ali, S. M. Abd-Elazim, “Flower 
Pollination Algorithm for Optimal Capacitor Placement and 
Sizing in Distribution Systems,” Electr. Power Compon. 

Syst., vol. 44, pp. 544–555, 2016. 
https://doi.org/10.1080/15325008.2015.1117540 

[3] E. S. Ali, S. M. Abd-Elazim, “Optimal Locations and Sizing 
of Capacitors in Radial Distribution Systems Using Mine 
Blast Algorithm,” Electr. Eng., vol. 100, pp. 1–9, 2018.  

[4] S. M. Abd-Elazim, E. S. Ali, “Optimal Network Restructure 
via Improved Whale Optimization Approach,” Int. J. 
Commun. Syst., vol. 34, pp. e4617, 2021. 
DOI:10.1002/dac.4617 

[5] R.S. Rao, K. Ravindra, K. Satish, S. V. L. Narasimham, 
“Power Loss Minimization in Distribution System Using 
Network Reconfiguration in the Presence of Distributed 
Generation,” IEEE Trans. Power Syst., vol. 28, pp. 317–325, 
2013.   

[6] M. O. A. Elraouf, M. Aljohani, M. I. Mosaad, T. A. A. Fattah, 
“Mitigating Misfire and Fire-through Faults in Hybrid 
Renewable Energy Systems Utilizing Dynamic Voltage 
Restorer,” Energies, vol. 15, pp. 5769, 2022. 

[7] R. O. Bawazir, N. S. Cetin, “Comprehensive Overview of 
Optimizing PV-DG Allocation in Power System and Solar 
Energy Resource Potential Assessments,” Energy Rep., vol. 
6, pp. 173–208, 2020. 

[8] M. Kiehbadroudinezhad, A. Merabet, A. G. Abo-Khalil, T. 
Salameh, C. Ghenai, “Intelligent and Optimized Microgrids 
for Future Supply Power from Renewable Energy Resources: 
A Review,” Energies, vol. 15, pp. 335, 2022. 

[9] M. I. Mosaad, “Grid-Connected PV System Statistics and 
Evaluation; Review,” YJES, vol. 19, pp. 1–10, 2022.   

[10] E. S. Ali, S. M. Abd-Elazim, A. Abd-Elaziz, “Ant Lion 
Optimization Algorithm for Renewable Distributed 
Generations,” Energy, vol. 116, pp. 445–458, 2016.  

[11] A. K. Alhejji, F. Salem, M. I. Mosaad, “Optimal Location and 
Size of SVC Devices in Interconnected Electrical Power 
System Using Quadratic Adaptive Bacterial Foraging 
Algorithm,” In Proceedings of the 2018 IEEE International 
Conference on Electro/Information Technology (EIT), 
Rochester, MI, USA, pp. 0817–0821, 3–5 May 2018.  

[12] L. Smallwood, “Distributed Generation in Autonomous and 
Nonautonomous Micro Grids,” In Proceedings of the IEEE 
Rural Electric Power Conference, Colorado Springs, CO, 
USA, pp. D1–D6, 5–7 May 2002.  

[13] M. Aman, G. B. Jasmon, H. Mokhlis, A. H. Bakar, “Optimal 
Placement and Sizing of a DG based on A New Power 
Stability Index and Line Losses,” Int. J. Electr. Power Energy 
Syst., vol. 43, pp. 1296–1304, 2012. 

[14] Z. Moravej, A. Akhlaghi, “A Novel Approach based on 
Cuckoo Search for DG Allocation in Distribution NetWork,” 
Int. J. Electr. Power Energy Syst., vol. 44, pp. 672–679, 2013. 

[15] M. Chakravorty, D. Das, “Voltage Stability Analysis of 
Radial Distribution Networks,” Int. J. Electr. Power Energy 
Syst., vol. 23, pp. 129–135, 2001.  

[16] N. Khalesi, N. Rezaei, M. R. Haghifam, “DG Allocation with 
Application of Dynamic Programming for Loss Reduction 
and Reliability Improvement,” Int. J. Electr. Power Energy 
Syst., vol. 33, pp. 288–295, 2011.  

[17] P. Gopu, S. Naaz, K. Aiman, “Optimal Placement of 
Distributed Generation using Genetic Algorithm. In 
Proceedings of the International Conference on Advances in 
Electrical, Computing,” Communication and Sustainable 
Technologies (ICAECT), Bhilai, India, pp. 1–6, 19–20 
February 2021  



IJCSNS International Journal of Computer Science and Network Security, VOL.24 No.1, January 2024 
 

 

39

 

[18] R. Syahputra, I. Robandi, M. Ashari, “PSO Based Mult 
objective Optimization for Reconfiguration of Radial 
Distribution Network,” Int. J. Appl. Eng. Res., vol. 10, pp. 
14573–14586, 2015.  

[19]  E.S. Ali, R.A. El-Sehiemy, A.A.A. El-Ela, S. Kamel, B. 
Khan, “Optimal Planning of Uncertain Renewable Energy 
Sources in Unbalanced Distribution Systems by a Multi-
Objective Hybrid PSO–SCO Algorithm,” IET Renew. Power 
Gener, vol. 16, pp. 2111–2124, 2022.  

[20] S. Devi, M. Geethanjali, “Application of Modified Bacterial 
Foraging Optimization Algorithm for Optimal Placement and 
Sizing of Distributed Generation. Expert Syst.,” Appl., vol. 
41, pp. 2772–2781, 2014.  

[21] R. Prakash, B. Lokeshgupta, S. Sivasubramani, “Multi-
Objective Bat Algorithm for Optimal Placement and Sizing 
of DG,” In Proceedings of the 20th National Power Systems 
Conference (NPSC), Tiruchirappalli, India, pp. 1–6, 14–16 
December 2018.  

[22]  D. Sudharani, N. Subrahmanyam, M. Sydulu, 
“Multiobjective Invasive Weed Optimization An Application 
to Optimal Network Reconfiguration in Radial Distribution 
systems,” Int. J. Electr. Power Energy Syst., vol. 73, pp. 932–
942, 2015.  

[23] A. Mohamed, S. Ali, S. Alkhalaf, T. Senjyu, A.M. Hemeida, 
“Optimal Allocation of Hybrid Renewable Energy System by 
Multi-Objective Water Cycle Algorithm,” Sustainability, vol. 
11, pp. 6550, 2019.  

[24]  S. Omar, M.N.A. Manan, M.N.M. Siam, A.A.A. Samat, 
K.A. Daud, “Optimum Location of DG for Loss Reduction 
with Ant Colony Algorithm,” In Proceedings of the First 
International Conference on Electrical Energy and Power 
Engineering (ICEEPE 2020), Penang, Malaysia, vol. 1045, 
pp. 1–12, 25–26 August 2020.  

[25]  A. Fetanat, E. Khorasaninejad, “Size Optimization for 
Hybrid Photovoltaic-Wind Energy System Using Ant Colony 
Algorithm for Continuous Domains based Integer 
Programming,” Appl. Soft Comput., vol. 31, pp. 196–209, 
2015.   

[26] J.A.M. García, A.J.G. Mena, “Optimal Distributed 
Generation Location and Size Using a Modified Teaching–
Learning based Optimization Algorithm,” Int. J. Electr. 
Power Energy Syst., vol. 50, pp. 65–75, 2013.  

[27] S. Ahmadi, S. Abdi, “Application of the Hybrid Big Bang-
Big Crunch Algorithm for Optimal Sizing of a Stand-Alone 
Hybrid PV/Wind/Battery System,” Sol. Energy, vol. 134, pp. 
366–374, 2016.  

[28] M.M. Ansari, C. Guo, M.S. Shaikh, N. Chopra, I. Haq, L. 
Shen, “Planning for Distribution System with Grey Wolf 
Optimization Method,” J. Electr. Eng. Technol., vol. 15, pp. 
1485–1499, 2020.  

[29] T.T. Nguyen, A.V. Truong, “Distribution Network 
Reconfiguration for Power Loss Minimization and Voltage 
Profile Improvement Using Cuckoo Search Algorithm,” Int. 
J. Electr. Power Energy Syst., vol. 68, pp. 233–242, 2015.   

[30] T.T. Nguyen, A.V. Truong, T.A. Phung, “A Novel Method 
based on Adaptive Cuckoo Search for Optimal Network 
Reconfiguration and Distributed Generation Allocation in 
Distribution Network,” Int. J. Electr. Power Energy Syst., 
vol. 78, pp. 801–815, 2016.   

[31] J.S. Kumar, S.C. Raja, J.J.D. Nesamalar, P. Venkatesh, 
“Optimizing Renewable based Generations in AC/DC 

Microgrid System Using Hybrid Nelder-Mead-Cuckoo 
Search Algorithm,” Energy, vol. 158, pp. 204–215, 2018.   

[32] M. Purlu, B.E. Turka, “Optimal Allocation of Renewable 
Distributed Generations Using Heuristic Methods to 
Minimize Annual Energy Losses and Voltage Deviation 
Index,” IEEE Power Energy Soc. Sect., vol. 10, pp. 21455–
21474, 2022.   

[33] S. Saha, V. Mukherjee, “A Novel Multiobjective Chaotic 
Symbiotic Organisms Search Algorithm to Solve Optimal 
DG Allocation Problem in Radial Distribution System,” Int. 
Trans. Electr. Energy Syst., vol. 29, pp. e2839, 2019.   

[34] S.A. Bayoumi, R.A. El-Sehiemy, A. Abaza, “Effective PV 
Parameter Estimation Algorithm Based on Marine Predators 
Optimizer Considering Normal and Low Radiation Operating 
Conditions,” Arab. J. Sci. Eng., vol. 47, pp. 3089–3104, 2022. 

[35] A. Hassan, F. Fahmy, A. Nafeh, M. Abuelmagd, “Genetic 
Single Objective Optimisation for Sizing and Allocation of 
Renewable DG Systems,” Int. J. Sustain. Energy, vol. 36, pp. 
545–562, 2017.  

[36] H. Manafi, N. Ghadimi, M. Ojaroudi, P. Farhadi, “Optimal 
Placement of Distributed Generations in Radial Distribution 
Systems Using Various PSO and DE Algorithms,” Elektron. 
Ir Elektrotechnika, vol. 19, pp. 53–57, 2013.  

[37] N. Acharya, P. Mahat, N. Mithulananthan, “An Analytical 
Approach for DG Allocation in Primary Distribution 
Network,” Int. J. Electr. Power Energy Syst., vol. 28, pp. 
669–678, 2006.  

[38] T. Shukla, S. Singh, V. Srinivasaraob, K. Naik, “Optimal 
Sizing of Distributed Generation Placed on Radial 
Distribution Systems,” Electr. Power Compon. Syst., vol. 38, 
pp. 260–274, 2010.  

[39] S. Naik, D. Khatod, M. Sharma, “Optimal Allocation of 
Combined DG and Capacitor for Real Power Loss 
Minimization in Distribution Networks,” Int. J. Electr. Power 
Energy Syst., vol. 53, pp. 967–973, 2013.  

[40] S. Ali, S. M. Abd-Elazim, A. Y. Abd-Elaziz, “Ant Lion 
Optimization Algorithm for Optimal Location and Sizing of 
Renewable Distributed Generations,” Renew. Energy, vol. 
101, pp. 1311–1324, 2017.  

[41] P. Reddy, V. Reddy, T. Manohar, “Ant Lion Optimization 
Algorithm for Optimal Sizing of Renewable Energy 
Resources for Loss Reduction in Distribution Systems,” J. 
Electr. Syst. Inf. Technol, vol. 5, pp. 663–680, 2018.  

[42] M. Khasanov, S. Kamel, C. Rahmann, H. M. Hasanien, A. 
Al-Durra, “Optimal Distributed Generation and Battery 
Energy Storage Units Integration in Distribution systems 
Considering Power Generation Uncertainty,” IET Gener. 
Transm. Distrib., vol. 15, pp. 3400–3422, 2021. 

[43] T. D. Pham, T. T. Nguyen, B. H. Dinh, “Find Optimal 
Capacity and Location of Distributed Generation Units in 
Radial Distribution Networks by Using Enhanced Coyote 
Optimization Algorithm,” Neural Comput. Appl., vol. 33, pp. 
4343–4371, 2021.  

[44] S. A. Nowdeh, I. F. Davoudkhani, M. J. H. Moghaddam, E. 
S. Najmi, A. Y. Abdelaziz, A. Ahmadi, S. E. Razavi, F. H. 
Gandoman, “Fuzzy Multi-Objective Placement of 
Renewable Energy Sources in Distribution System with 
Objective of Loss Reduction and Reliability Improvement 
Using A Novel Hybrid Method,” Appl. Soft Comput. J., vol. 
77, pp. 761–779, 2019.  



IJCSNS International Journal of Computer Science and Network Security, VOL.24 No.1, January 2024 
 

 

40

 

[45] S. Sharma, S. Bhattacharjee, A. Bhattacharya, “Quasi 
Oppositional Swine Influenza Model Based Optimization 
with Quarantine for Optimal Allocation of DG in Radial 
Distribution Network,” Int. J. Electr. Power Energy Syst., 
vol. 74, pp. 348–373, 2016.  

[46] K. H. Truong, P. Nallagownden, I. Elamvazuthi, D. N. Vo, 
“A Quasi-Oppositional-Chaotic Symbiotic Organisms 
Search Algorithm for Optimal Allocation of DG in Radial 
Distribution Networks,” Appl. Soft Comput. J., vol. 88, pp. 
106067, 2020. 

[47] A. Selim, S. Kamel, F Jurado, “Efficient Optimization 
Technique for Multiple DG Allocation in Distribution 
Networks,” Appl. Soft Comput. J., vol. 86, pp. 105938, 2020.  

[48] A. Selim, S. Kamel, A. S. Alghamdi, F. Jurado, “Optimal 
Placement of DGs in Distribution System Using an Improved 
Harris Hawks Optimizer Based on Single- And Multi-
Objective Approaches,” IEEE Access, vol. 8, pp. 52815–
52829, 2020.  

[49] T. P. Nguyen, D. N. Vo, “A Novel Stochastic Fractal Search 
Algorithm for Optimal Allocation of Distributed Generators 
in Radial Distribution Systems,” Appl. Soft Comput. J., vol. 
70, pp. 773–796, 2018.  

[50] S. Sultana, P. K. Roy, “Multi-Objective Quasi-Oppositional 
Teaching Learning based Optimization for Optimal Location 
of Distributed Generator in Radial Distribution Systems,” Int. 
J. Electr. Power Energy Syst., vol. 63, pp. 534–545, 2014. 

[51]  M. I. Akbar, S. A. A. Kazmi, O. Alrumayh, Z. A. Khan, A. 
Altamimi, M. M. Malik, “A Novel Hybrid Optimization-
based Algorithm for The Single and Multi-Objective 
Achievement with Optimal DG Allocations in Distribution 
Networks,” IEEE Access, vol. 10, pp. 25669–25687, 2022.  

[52]  S. Abu-Mouti, M. E. El-Hawary, “Optimal Distributed 
Generation Allocation and Sizing in Distribution Systems via 
Artificial Bee Colony Algorithm,” IEEE Trans. Power 
Deliv., vol. 26, pp. 2090–2101, 2011.  

[53] T. Gozel, M. Hocaoglu, “An Analytical Method for The 
Sizing and Siting of Distributed Generators in Radial 
Systems,” Int. J. Electr. Power Syst. Res., vol. 79, pp. 912–
918, 2009.  

[54] I. Pisica, C. Bulac, M. Eremia, “Optimal Distributed 
Generation Location and Sizing Using Genetic Algorithms,” 
In Proceedings of the 15th International Conference on 
Intelligent System Applications to Power Systems (ISAP 09), 
Curitiba, Brazil, pp. 1–6, 8–12 November 2009.  

[55] L. Y. Wong, S. R. A. Rahim, M. H. Sulaiman, Aliman, “O. 
Distributed Generation Installation Using Particle Swarm 

Optimization,” In Proceedings of the 4th International 
Conference on Power Engineering and Optimization, Shah 
Alam, Malaysia, pp. 159–163, 23–24 June 2010.  

[56] W. Tan, M. Hassan, M. Majid, H. Rahman, “Allocation and 
Sizing of DG Using Cuckoo Search Algorithm,” In 
Proceedings of the IEEE International Conference on Power 
and Energy, Kota Kinabalu, Malaysia, pp. 133–138, 2–5 
December 2012. 

[57] A. Abdelaziz, Y. Hegazy, W. El-Khattam, M. Othman, “A 
Multi-objective Optimization for Sizing and Placement of 
Voltage Controlled Distributed Generation Using Supervised 
Big Bang-Big Crunch Method,” Electr. Power Compon. 
Syst., vol. 43, pp. 105–117, 2015.  

[58]  S. Ali, S. M. Abd-Elazim, A. Y. Abd-Elaziz, “Optimal 
Allocation and Sizing of Renewable Distributed Generation 
Using Ant Lion Optimization Algorithm,” Electr. Eng., vol. 
100, pp. 99–109, 2018.  

[59] A. M. Imran, M. Kowsalya, “Optimal Size and Siting of 
Multiple Distributed Generators in Distribution System 
Using Bacterial Foraging Optimization,” Swarm Evolut. 
Compt., vol. 15, pp. 58–65, 2014.  

[60] S. K. Injeti, N. P. Kumar, “A Novel Approach to Identify 
Optimal Access Point and Capacity of Multiple DGs in a 
Small, Medium and Large Scale Radial Distribution 
Systems,” Int. J. Electr. Power Energy Syst., vol. 45, pp. 142–
151, 2013.  

[61] M. Natarajan, R. Balamurugan, L. Lakshminarasimman, 
“Optimal Placement and Sizing of DGs in the Distribution 
System for Loss Minimization and Voltage Stability 
Improvement Using CABC,” Int. J. Electr. Eng. Inform, vol. 
7, pp. 679–690, 2015.  

[62] M. Abdel-Basset, R. Mohamed, M. Jameel, M. 
Abouhawwash, “Nutcracker optimizer: A novel nature-
inspired metaheuristic algorithm for global optimization and 
engineering design problems,” Knowledge-Based Systems, 
vol. 262, pp. 110248, 2023. 

 
 
 
 
 
 
 
 

 
 
 

 
 
 

 
 
 
 



IJCSNS International Journal of Computer Science and Network Security, VOL.24 No.1, January 2024 
 

 

41

 

Annexure 
 

 
Fig. 8. Flowchart of NOA 

 

 

Fig. 9. Flowchart of Hybrid Algorithm (NOA+PSO) 
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Table 1. Outcomes for the 33-node grid in case of DG PV 

Item 
Base Case 

Without DG 

With DG PV 

Proposed 

NOA 
PSO 

Hybrid 

(NOA+PSO) 

Network Power (kW) 1387 1715 1715 1715 

Net DG (kW)/bus -- 3546/26 3546/6 3546/26 

Power Loss (kW)/(KVar) 34.47/23.55 35.87/25.72 35.99/25.79 35.87/25.72 

Power Loss Index (PLI) 2.49 2.09 2.1 2.09 

Lower Voltage (P.U)/bus  0.958763/18 0.963202/18 0.963196/18 0.963202/18 

VSI 0.72 0.62 0.63 0.62 

VDI 0.84 0.85 0.85 0.85 

ENS (kWh) 422 94 94 94 

Loss of load Expected (%) 23 5 5 5 

SAIDI (Hours) 2044 454 454 454 

CAIDI (Hours) 11 2 2 2 

Fitness Value 1 0.46489 0.46501 0.46489 
 

 
 
 
 

Table 2. Outcomes for the 33-node grid in case of DG WT 

Item 
Base Case 

Without DG 

With DG WT 

Proposed 

NOA 
PSO 

Hybrid 

(NOA+PSO) 

Network Power (kW) 1387 1391 1391 1391 

Net DG (kW)/(kVar)/bus -- 3560/712/18 3560/712/18 3560/712/18 

Power Loss (kW)/(KVar) 34.47/23.55 33.57/22.9 33.57/22.9 33.57/22.9 

Power Loss Index (PLI) 2.49 2.41 2.41 2.41 

Lower Voltage (p.u)/bus  0.958763/18 0.962/18 0.962/18 0.962/18 

VSI 0.72 0.71 0.71 0.71 

VDI 0.84 0.85 0.85 0.85 

ENS (kWh) 422 418 418 418 

Loss of load Expected (%) 23 23 23 23 

SAIDI (Hours) 2044 2025 2025 2025 

CAIDI (Hours) 11 11 11 11 

Fitness Value 1 0.99358 0.99358 0.99358 
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Table 3. Outcomes for the 33-node grid in case of combined PV and WT 

Item 
Base Case 

Without DG 

With Combined DG PV and WT 

Proposed 

NOA 
PSO 

Hybrid 

(NOA+PSO) 

Network Power (kW) 1387 1392 1392 1393 

Net DG PV (kW)/bus 

Net DG WT 

(kW)/(kVar)/bus 

-- 2500/18 

2283/331/21 

2500/18 

2284/57/19 

2800/18 

2552/-697/29 

Power Loss (kW)/(KVar) 34.47/23.55 33.72/23 33.72/23 33.73/23.01 

Power Loss Index (PLI) 2.49 2.42 2.42 2.42 

Lower Voltage (p.u)/bus  0.958763/18 0.961855/18 0.961855/18 0.961868/18 

VSI 0.72 0.71 0.71 0.71 

VDI 0.84 0.85 0.85 0.85 

ENS (kWh) 422 115 115 106 

Loss of load Expected (%) 23 6 6 6 

SAIDI (Hours) 2044 557 557 513 

CAIDI (Hours) 11 3 3 3 

Fitness Value 1 0.48662 0.48662 0.47912 

 
 
 

Table 4. Outcomes for the 69-node grid in case of DG PV 

Item 
Base Case 

Without DG 

With DG PV  

Proposed 

NOA 
PSO 

Hybrid 

(NOA+PSO) 

Network Power (kW) 2671 3383 3354 3383 

Net DG (kW)/bus -- 6631/9 5596/9 6631/9 

Power Loss (kW)/(KVar) 64.1/31.88 42.54/21.4 38.7/19.36 42.54/21.4 

Power Loss Index (PLI) 2.4 1.26 1.15 1.26 

Lower Voltage (p.u)/bus  0.959103/27 0.975814/27 0.974951/27 0.975814/27 

VSI 0.84 0.73 0.89 0.73 

VDI 1.16 0.9 0.74 0.9 

ENS (kWh) 1151 440 468 440 

Loss of load Expected (%) 30 11 12 11 

SAIDI (Hours) 2639 1007 1073 1007 

CAIDI (Hours) 14 2 2 2 

Fitness Value 1 0.7074 0.70779 0.7074 
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Table 5. Outcomes for the 69-node grid in case of DG WT 

Item 
Base Case 

Without DG 

With DG WT  

Proposed NOA PSO 
Hybrid 

(NOA+PSO) 

Network Power (kW) 2671 2680 2680 2680 

Net DG (kW)/(kVar)/bus -- 7120/1424/27 7120/1424/27 7120/1424/27 

Power Loss (kW)/(KVar) 64.1/31.88 28.21/13.96 28.21/13.96 28.21/13.96 

Power Loss Index (PLI) 2.4 1.05 1.05 1.05 

Lower Voltage (p.u)/bus  0.959103/27 0.974283/27 0.974283/27 0.974283/27 

VSI 0.84 0.89 0.89 0.89 

VDI 1.16 0.8 0.8 0.8 

ENS (kWh) 1151 1142 1142 1142 

Loss of load Expected (%) 30 30 30 30 

SAIDI (Hours) 2639 2617 2617 2617 

CAIDI (Hours) 14 5 5 5 

Fitness Value 1 1.2054 1.2054 1.2054 

 
 
 
 

Table 6. Outcomes for 69-node grid in case of combined DGs PV & WT 

Item 
Base Case 

Without DG 

With Combined DGs PV and WT 

Proposed 

NOA 
PSO 

Hybrid 

(NOA+PSO) 

Network Power (kW) 2671 2689 2689 2689 

Net DG PV (kW)/(kVar)/bus 

Net DG WT 

(kW)/(kVar)/bus 

-- 7120/27 

7120/-892/69 

7120/27 

7120/262/26 

7120/27 

7120/435/69 

Power Loss (kW)/(KVar) 64.1/31.88 28.4/14.06 28.4/14.06 28.4/14.06 

Power Loss Index (PLI) 2.4 1.06 1.06 1.06 

Lower Voltage (p.u)/bus  0.959103/27 0.974183/27 0.974183/27 0.974183/27 

VSI 0.84 0.89 0.89 0.89 

VDI 1.16 0.8 0.8 0.8 

ENS (kWh) 1151 425 425 425 

Loss of load Expected (%) 30 11 11 11 

SAIDI (Hours) 2639 974 974 974 

CAIDI (Hours) 14 2 2 2 

Fitness Value 1 0.61227 0.61227 0.61227 

 


