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Summary 
In recent years, popularity of deep learning (DL) is increased 
due to its ability to extract features from Hyperspectral images. 
A lack of discrimination power in the features produced by 
traditional machine learning algorithms has resulted in poor 
classification results. It's also a study topic to find out how to 
get excellent classification results with limited samples without 
getting overfitting issues in hyperspectral images (HSIs). These 
issues can be addressed by utilising a new learning network 
structure developed in this study.EfficientNet-B4-Based 
Convolutional network (EN-B4), which is why it is critical to 
maintain a constant ratio between the dimensions of network 
resolution, width, and depth in order to achieve a balance. The 
weight of the proposed model is optimized by Search and 
Rescue Operations (SRO), which is inspired by the explorations 
carried out by humans during search and rescue processes. 
Tests were conducted on two datasets to verify the efficacy of 
EN-B4, with Indian Pines (IP) and the University of Pavia (UP) 
dataset. Experiments show that EN-B4 outperforms other state-
of-the-art approaches in terms of classification accuracy. 
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1. Introduction 
The hyperspectral imaging spectrometer 

captures hyperspectral images (HSIs). There are several 
practical uses for the HSI, military target recognition, 
mineral examination, and agricultural manufacture [1-4]. 
Feature extraction and classification are the two most 
common processes in traditional machine learning 
approaches [5]. Traditional methods like feature mining 
and Markov random fields were used to classify HSI in 
the early stages of their development. In order to extract 
characteristics with high discrimination capacity, these 
strategies are ineffective [6]. A SVM algorithm was 
presented [7] to adapt to hyperspectral data's nonlinear 
structure, but this solution fails to effectively tackle the 
multi-classification problem. In addition, features are 
extracted using only spectral information from the 
images, the spatial information is left out [8]. 

Since the introduction of deep learning (DL) 
technology, some DL-based algorithms are introduced to 
solve the above mentioned problems for HSI 
classification have been widely employed [9-10]. For 
diverse classification purposes, CNN-based algorithms 
show greater classification results than previous methods 
based on handcrafted features and can automatically 
extract high-level features from the HSI. On the other 
hand, deep CNN approaches have some drawbacks. The 
main problem is overfitting of large datasets, which must 
be addressed by the proposed model.An effective 
collection of feature vectors can be generated using the 
proposed EN-B4 method. The CNN is being pointed at 
an acyclic graph in this case. Non-linear functions can 
also be learned by this network, where the SRO approach 
is employed to maximise the learning rate. 

The remaining paper is organized as follows: 
Section 2 presents the related works that are used for the 
classification of HIS. A brief explanation of the proposed 
EN-B4 network with optimized model is given in Section 
3. The validation of proposed model with existing 
technique in terms of various metrics is provided in 
Section 4. Lastly, the conclusion of the research work is 
given in Section 5.  

2. Related Works 
Table 1: Study of existing techniques 

Author 
with 

reference 

Technique Advantage 

Roy et al. 
[11] 

HybridSpectral 
Net (SN) 

Extracts spatial and 
spectral data. High-

precision 
classification is 

achieved using depth 
spatial features. 

Zhu, L 
[12] 

generative 
adversarial 

network (GAN) 
Paoletti et 
al. [13]. 

pyramid residual 
network 

(PyResNet) 
Zhu et al. 

[14] 
Residual spectral-
spatial attention 

network 

Avoid the 
interference between 
the extracted spatial 
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Ma et al. 
[15] 

Double-branch 
multi-attention 

(DBMA) 

characteristics and 
spectral features, 

which improved the 
classification 

accuracy. 
Li et al. 

[16] 
Double-branch 
dual attention 

(DBDA) 

The performance 
improves with the 

addition of modules 
for spatial attention 

and channel attention 
to the two branches 

Cui et al. 
[17] 

dual triple-
attention network 

(DTAN) 

Uses three branches 
to acquire cross-

dimensional 
interactive 

information and to 
produce attention 

maps between 
different dimensions. 

Roy et al. 
[18] 

adaptive spectral–
spatial kernel 

enhanced residual 
(A2S2K-ResNet) 

network 

Aims to broaden the 
receptive field and 
extract more useful 

features. 

Limitation:- 

Despite the use of many outstanding classification 
algorithms, the classification of HSI remains a huge issue 
in extracting features with strong discrimination capacity 
due to overfitting issues. In addition, for high-HSI 
classifications, these aforementioned methods are 
effective but not sufficient due to complex structure of 
DL. To solve this overfitting issues, optimized proposed 
model is introduced and achieving high-precision image 
classification, which is explained in the upcoming 
section. 

3. Proposed Methodology 
 

In this section present the proposed methodologyas 
EfficientNet-B4-Based Convolutional network (EN-B4), 
which is why it is critical to maintain a constant ratio 
between the dimensions of network resolution, width, 
and depth in order to achieve a balance. The weight of 
the proposed model is optimized by SRO, which is 
inspired by the explorations carried out by humans 
during search and rescue processes. Tests were 
conducted on two datasets to verify the efficacy of EN-
B4, with Indian Pines (IP) and the UP dataset 

 

3.1. Data Pre-processing  

Iterative linear clustering [19] and principal 
component analysis (PCA) [20] are applied to the HSI 
data to reduce computing complexity. In the HSI data, 
the features of all superpixels are denoted by 𝑋 ൌ
ሼ𝑥ଵ, 𝑥ଶ, … . 𝑥௡ሽ ∈ ℝ௡ൈ௦ , where 𝑛 𝑎𝑛𝑑 𝑠 the sum of 
superpixels and spectral are bands, respectively. The 
feature 𝑥 is determined by the average of its all pixels. 
The ith spectral band's superpixels are shown here as 
𝑍ௌೌభ ൌ ሼ𝑥ଵ௜ ,𝑥ଶ௜ , … 𝑥௡௜ሽ for 𝑖 ൌ  1,2, … . , 𝑠, super pixel is 

denoted as 𝑍ௌ௘ೕ  ൌ ሼ𝑥௝ଵ,𝑥௝ଶ, …𝑥௝௦ሽfor 𝑗 ൌ  1, 2, … … … ,𝑛. 

The pre-processed data is fed as an input to the classifier, 
which is described as follows, 

3.2. EfficientNet-B4-Based Classification 

EN-B4 is used to build a usable usual of feature 
vectors from the pre-processed HSI images. Acyclic 
graphs are shown on the CNN. Furthermore, this network 
is capable of learning very nonlinear functions as well. 
Inside a CNN, neurons are the most fundamental unit. 
The neurons that make up a CNN's numerous layers are 
called "neurons." It's possible to connect these neurons 
together by using the following equation: the output of 
neuron l becomes neuron l + 1: 

𝑎ሺ௟ାଵሻ ൌ 𝑓ሺ𝑤ሺ௟ሻ𝑎ሺ௟ሻ ൅ 𝑏ሺ௟ሻሻ  (1) 

where 𝑤ሺ௟ሻ signifies the matrix of layers 𝑙 , 𝑏ሺ௟ሻ  denotes 
bias term, and 𝑓 indicates the activation function. The 
activation for layer l is characterized as 𝑎ሺ𝑙ሻ. In train a 
CNN, keep the cost functions to a minimum, it's critical 
to learn𝑊 𝑎𝑛𝑑 𝑏 for each layer. The weight W and the 
bias b should be distinct to minimise the cost, i.e. the 
discrepancies between the chosen output 𝑦 and the actual 
output 𝑓ሺ𝑊, 𝑏ሻ  of the training set 
ሼ൫𝑥ሺଵሻ,𝑦ሺଵሻ൯, . . . , ൫𝑥ሺ௠ሻ,𝑦ሺ௠ሻ൯ሽ  with ሺ𝑚ሻ . Separate 
training examples' cost functions are determined as 
shadows: 

𝐽ሺ𝑊, 𝑏; 𝑥,𝑦ሻ ൌ ଵ

ଶ
|หℎ௪,௕ሺ𝑥ሻ െ 𝑦ห|ଶ  (2) 

The activation of the final layer is represented 
by ℎሺ𝑥ሻ. The gradient descent method is used to perform 
the minimization procedure iteratively. In this method, 
weight is taken into account while computing cost 
functions' partial derivatives, and the weight is then 
updated by using SRO algorithm.  
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3.2.1. Parameter Optimization using SRO 
Algorithm 

The SRO algorithm is exploited to fine tune the 
weight parameters involved in the EN-B4 model. SRO 
algorithm which is simulated as the research shown by 
humans at the searching and rescue methods. It is kept in 
the memory matrix (O) and the position matrix (P) is 
where the human location is recorded when a member of 
the group searches (W). Size N* D is used to build the 
clue matrix B, which is the left clue and human location. 

𝐵 ൌ ቂ𝑊
0
ቃ ൌ

⎣
⎢
⎢
⎢
⎢
⎡
𝑊ଵଵ ⋯ 𝑊ଵ஽
⋮ ⋱ ⋮

𝑊ேଵ
𝑂ଵଵ
⋮

𝑂ேଵ

⋯
⋯
⋱
⋯

𝑊ே஽
𝑂ଵ஽
⋮

𝑂ே஽ ⎦
⎥
⎥
⎥
⎥
⎤

   (3) 

The 2 step of human searching are modelling in 
the subsequent. 1) Social stage: the search way is 
signified as 𝑆𝐷௜ ൌ ሺ𝑊௜ െ 𝐵௞ሻ  in which 𝑘 ് 𝑖.  The new 
solution is produced as: 

𝑊௜௝
ᇱ ൌ ൞

𝐵௜௝ ൅ 𝑟ଵ൫𝑊௜௝ െ 𝐵௜௝൯, 𝑖𝑓 𝑓ሺ𝐵௜ሻ ൐ 𝑓ሺ𝑊௜ሻ

𝑊௜௝ ൅ 𝑟ଵ൫𝑊௜௝ െ 𝐵௜௝൯,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠ℎ𝑒
𝑊௜௝, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 if 𝑟ଶ ൐

𝑆𝐸 (4) 

At this point, 𝑓ሺ𝐵௜ሻ& 𝑓ሺ𝑊௜ሻ signifies the fitness 
function value for 𝐵௜ &𝑊௜ , 𝑟ଵ&𝑟ଶ reperesents the arbitary 
value from the interavel of ሾെ1,1ሿ and ሾ0,1ሿ, SE has been 
model variable range in zero and on. Based on the human 
places define its new place and 𝑖௧௛ human is signified S: 

𝑤௜
ᇱ ൌ 𝑊௜ ൅ 𝑟ଷሺ𝐵௞ െ 𝐵௠ሻ, 𝑖 ് 𝑘 ് 𝑚  (5) 

Every solution can defined from the solution 
space once the novel place is outer the solution space as: 

𝑊௜௝
^ ൌ ൞

ௐ೔,ೕାௐೕ
೘ೌೣ

ଶ
   𝑖𝑓 𝑊௜௝

^ ൐ 𝑊௝
௠௔௫

ௐ೔,ೕାௐೕ
೘೔೙

ଶ
     𝑖𝑓 𝑊௜௝

^ ൏ 𝑊௝
௠௔௫

  (6) 

In which 𝑊௝
௠௔௫&𝑊௝

௠௜௡  represents the higher 

and lower thresholds. The efficent of detectiong the 
global optimal solution is enhanced as 

𝑀𝐸௡ ൌ ൜
𝑊௜     𝑖𝑓 𝑓ሺ𝑊௜

ᇱሻ ൐ 𝑓ሺ𝑊௜ሻ
𝑀𝐸௡           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (7) 

𝑊௜ ൌ ൜
𝑊௜

ᇱ  𝑖𝑓 𝑓ሺ𝑊௜
ᇱሻ ൐ 𝑓ሺ𝑊௜ሻ

𝑊௜         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (8) 

Where as  𝑀𝐸௡  signifies the 𝑛௧௛  saved clues 
located from the memory matrix and n signifies the 
arbitary integer sum from 1 and N. In the clues search 
function, if an optimal clue could not initiate 
neighbouring the existing place then aproximately count 
of searches, humans carry to the new place. 

𝑈𝑆𝑁௜ ൌ ቄ𝑈𝑆𝑁௜ ൅ 1 𝑖𝑓 ሺ𝑊ଵ
ᇱሻ ൐ 𝑓ሺ𝑊௜ሻ

0                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (9) 

But the unsuccessful search number (USN) 
value has maximum if related to the higher in effective 
search sum, the human become an arbitary located from 
the search space by. Eq. (10), and  the value of 𝑈𝑆𝑁௜ is 
set to 0) for that human. 

𝑊ாேି஻ସ ൌ 𝑊௜௝ ൌ 𝑊௝
௠௜௡ ൅ 𝑟ସ൫𝑊௝

௠௔௫ െ

𝑊௝
௠௜௡൯,   𝑖 ൌ 1, … . .𝐷           

(10) 

The variables 𝑊ாேି஻ସ and b are updated in the 
following way by a single iteration of gradient descent: 

𝑊ሺூሻ ൌ 𝑊ሺூሻ െ 𝛼
𝜕

𝜕𝑊ሺூሻ 𝐽ሺ𝑊ாேି஻ସ,𝑏ሻ, 

𝑏ሺூሻ ൌ 𝑏ሺூሻ െ 𝛼 డ

డ௕ሺ೗ሻ
𝐽ሺ𝑊ாேି஻ସ, 𝑏ሻ (11) 

It is necessary to use the BP model in order to 
derive an incomplete cost function partial derivative. 104 
x N connections in the input layer are required for a 
380×380×3 pixel image, where N is the sum of neurons 
in the initial layer. In order to build a sparse connection, 
the convolution layer assigns parameters to neurons. 
There are fewer parameters in the convolution layer than 
there are in the FC layer. As a result, it is simple to train. 
Fig.1 shows the construction of the projectedideal. 

 

Fig. 1 Construction of the EN-B4 model 

Expanding the network width, increasing the 
network depth, and improving input image solutions are 
the most commonly used approaches to increase the 
model's precision in DL training procedure models. It's 
significant to balance respectively dimension of network 



IJCSNS International Journal of Computer Science and Network Security, VOL.23 No.12, December 2023 

 

 

216

resolution, width, or depth so that it could be 𝑌௜ ൌ
𝐹௜ሺ𝑋௜ሻ, where 𝐹௜  represents an operator (op), while 𝑌௜ 
represents an output-tensor tensor and 𝑋௜  represents an 
input-tensor shape tensor shape ൏ 𝐻௜ ,𝑊௜ ,𝐶௜ ൐ where 𝐶௜, 
𝐻௜ , and 𝑊௜ signify the number of channels, height and 
width of input image. A sequence of layers could be used 
to identify a CNN: In other words, 𝑁𝑒𝑡 ൌ
𝐹௞ ⨀. … .⨀𝐹ଶ⨀𝐹ଵሺ𝑋ଵሻ ൌ ⨀,௝ୀଵ…௞ 𝐹௝ሺ𝑋ଵሻ. In practise, 

CNN layers are typically used in multiple stages of the 
application process, with a consistent network foundation 
throughout each stage. As a result, it can be concluded as: 

𝑁𝑒𝑡 ൌ 𝐹௜
௅೔ሺ𝑋ழு೔,ௐ೔,஼೔வሻ௜ୀଵ,…,௦

⨀   (12) 

where 𝐹௜
௅೔represents the layer 𝐹௜which is continued𝐿௜time 

in a phase i and ൏ 𝐻௜ ,𝑊௜ ,𝐶௜ ൐  represents the width, 
Identifying an optimal layer framework𝐹௜ is an important 
part of the typical CNN design. 𝐹௜ baseline network 
architecture states that model scaling mainly spreads the 
network's resolution 𝐻௜, length and/or width (L and/or C). 
Meanwhile, by setting 𝐹௜ , model scaling solves the 
implementation issues caused by a new resource 
limitation. As a sample design space, they could also 
explore 𝐿௜ ,𝐻௜ ,𝑊௜ ,𝐶௜ separately for each layer. Scaling 
each layer by a constant ratio will reduce the design 
space, according to EN. As an optimization problem, the 
goal is to meaningfullyprogress the accuracy of the 
models in the given resource constrained context: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦ௗ,௪,௥
ெ௔௫ ൫𝑁𝑒𝑡ሺ𝑑,𝑤, 𝑟ሻ൯, 

𝑆. 𝑡.𝑁𝑒𝑡ሺ𝑑,𝑤, 𝑟ሻ ൌ ⨀ ௝ୀଵ…௞ 𝐹෠௜
ௗ.௅෠೔൫𝑋ழ௥.ு෡೔,௥.ௐ෡ ೔,ఠ.஼መ೔வ൯ (13) 

𝑀𝑒𝑚𝑜𝑟𝑦 ሺ𝑁𝑒𝑡ሻ ൑ 𝑡𝑎𝑟𝑔𝑒𝑡௠௘௠௢௥௬, 

𝐹𝐿𝑂𝑃𝑆ሺ𝑁𝑒𝑡ሻ ൑ 𝑡𝑎𝑟𝑔𝑒𝑡௙௟௢௣௦ 

Where 𝑤,𝑑,𝑎𝑛𝑑 𝑟  represent the network scaling 
coefficients; 𝐹෠௜ , 𝐿෠௜ ,𝐻෡௜ ,𝑊෡௜  and 𝐶መ௜ represent the baseline 
network's preset parameters. An innovative compound 
scaling technique is then used to ensure that the 
network's depth and width are maintained at a constant 
rate. 

𝐷𝑒𝑝𝑡ℎ:𝑑 ൌ 𝑎థ , 

𝑊𝑖𝑑𝑡ℎ:𝑤 ൌ 𝛽థ, 

𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛: 𝑟 ൌ 𝛾థ, 

𝑆. 𝑡.𝛼.𝛽ଶ. 𝛾ଶ ൌ 2,                       
(14) 

𝛼 ൒ 1,𝛽 ൒ 1, 𝛾 ൒ 1 

One of the most important aspects of the model 
expansion process is the allocation of additional 
resources to resolution, width, and depth of the network. 
Squeeze and excitation optimization, as well as the 
mobile-inverted bottleneck MBConv, are the core 
components. Because the EN-B4 uses the W (EN-B4) to 
extract spectral features, overfitting is avoided. The 
proposed model's additional trainable parameters are also 
changed during training, resulting in more refined spatial 
and spectral characteristics for HSI categorization. 

4. Experimental Results and Analysis 

Using two different sets of data, this part tests 
EN-ability B4's to correctly classify objects. A 32 GB 
RAM server, an Intel (R) i9-9900k CPU, and an NVIDIA 
Geforce RTX 2080TI GPU are used in all of the 
experiments. 

4.1. Datasets Description 

Two data sets were selected such as IP and UP 
[15], where including Infrared imaging spectrometer 
(AVIRIS) sensors is used to acquire the IP. Data from the 
ROSIS-3 sensor and the tiny airborne spectrum imager is 
used to create the dataset for the UP dataset.Specifically, 
IP has 16 feature categories with a space size of 145 × 
145, and 200 spectral bands can be used for experiments. 
Compared with IP, UP has fewer feature categories, only 
nine, and the image size is 610 × 340. In addition to 13 
noise bands, 103 bands are used in the experiment. Table 
2 shows the description of IP and UP with its number.  

Table 2: Experimental IP dataset information 

IP Dataset Information UP Dataset Information 
Number Class Number Class 

386 
Bldg-Grass-
Tree-Drivers 

520 
Spartina-

marsh 

93 
Stone-Steel-

Towers 
105 Swap 

46 Alfalfa 431 
Graminoid-

marsh 

1428 Cornnotill 243 
Willow-
swamp 

830 Cornmintill 761 Scrub 
237 Corn 161 Oak/Broadleaf 
483 Grass/pasture 229 Hardwood 
730 Grass/trees 252 Slash-pine 

28 
Grass/pasture-

mowed 
256 CP-hammock 

478 Hay- - - 
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windrowed 
20 Oats - - 

972 Soybeannotill - - 
2455 Soybeanmintill - - 
593 Soybean-clean - - 
205 Wheat - - 
1265 Woods - - 

 

4.2. Evaluation Index 

Three evaluation indicators were adopted in the 
experiments, the measurement unitsof these evaluation 
indicators are all dimensionless. The confusion matrix 
𝐻 ൌ ሺ𝑎௜,௝ሻ୬ൈ୬ is constructed with the real category 
information of the original pixel and the 
predictedcategory information, where 𝑛is the number of 
categories, and 𝑎௜,௝ is the sum of samplesclassified as 
category i by category j.  

𝑶𝑨 ൌ
∑ 𝒂𝒊,𝒊
𝒏
𝒊స𝟏

𝑴
ൈ 𝟏𝟎𝟎%   (15) 

Where 𝒂𝒊,𝒊  is the correctly classified element in the 
confusion matrix. Similarly, AA is the average value of 
classified accuracy for each class, 

𝑨𝑨 ൌ
𝟏

𝒏
∑

𝒂𝒊,𝒋
∑ 𝒂𝒊,𝒋
𝒏
𝒋స𝒂

ൈ 𝟏𝟎𝟎𝒏
𝒊ୀ𝟏   (16) 

The Kappa matrix is another performance evaluation 
index. The specific calculation isas follows: 

𝐾𝑎𝑝𝑝𝑎 ൌ
∑ ௔೔,೔

∑ ሺೌ೔,ೌ೔ሻ
೙
೔సೌ

ಾ
೙
೔సభ

ெି
∑ ሺೌ೔,ೌ೔ሻ
೙
೔సభ

ಾ

   (17) 

where 𝑎௜  and 𝑎௜ represent all column elements in row 
𝑖and all row elements in column Iof confusion matrix H, 
respectively. 

4.3. Performance Analysis of proposed model 

Initially, the performance of projected model is 
associated with existing techniques from [11] and [17] 
for all classes in the IP dataset in terms of accuracy, 
which is shown in Fig 2.  

 

Fig. 2 Graphical Representation of various techniques on IP dataset for 
16 classes. 

In deep neural network (DNN) replicas such as 
CNN are prone to overfitting because of the large sum of 
parameters and the small amount of training data used to 
train the model. Consequently, the model is able to 
perform well on the training samples, but its results on 
the validation or testing samples are poor. Therefore, the 
model cannot be generalized to new data samples. This 
issue of overfitting can be worse in the field of remote 
sensing due to the complexity of data such as 
hyperspectral images which are self-possessed of 
thousands of spectral channels. To reduce the impact of 
such an issue, the proposed model EN-B4 is used and the 
weight is optimized by SRO technique.In network 
resoultion, each dimension or width or depth is balanced 
by scaling all the dimensions at a continuous ratio. Fig 3 
shows the experimental analysis of proposed model on 
UP dataset in terms of accuracy.  

 

Fig. 3 Graphical Representation of various techniques on UP dataset for 
9 classes. 
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It is found that the projected method outdoes 
other methods such as hybrid-SN and DTAN on all 9 
classes. For instance, the hybrid-SN achieved 91.23% of 
accuracy, DTAN achieved 95% of accuracy and 
proposed model acheived 96.78% of accuracy in the 
class 5. In most of the various classes, the proposed 
model acheived 98% to 99% of accuracy, where the 
existing techniques achieved only 96% to 98% of 
accuracy only. EN-54, on the other hand, is able to learn 
the spatial and spectral correlations of HSI data 
successfully. In addition, SRO finds the appropriate 
weight values for exploring supplementary information 
collected from the extracted spatial and spectral features 
and suppressing noise interference. Detailed ablation 
experiments are carried out to evaluate how they 
contribute to the classification accuracy to demonstrate 
the usefulness of the proposed model compared to 
existing methodologies.Table 3shows for IP dataset and 
Table 4 shows for UP dataset.  

Table 3: Ablation study results on IP dataset. 

Methods DTAN Hybrid-SN EN-B4-SRO 
AA 93.37 േ 1.77 95.26 േ 1.52 97.13 േ 0.53 
OA 92.36 േ 2.38 96.57 േ 0.92 97.81 േ 0.82 
Kappa 95.79 േ 2.96 96.13 േ 0.57 97.92 േ 0.76 

In the analysis of OA for IP dataset, hybrid-SN 
achieved nearly 96.57%, DTAN achieved nearly 92.36% 
and proposed model achieved 97.81%. The reason for 
better performance is that the weight is optimized using 
SRO technique. Not only OA, the AA is also increased, 
while implementing the proposed model on IP dataset. 
The existing techniques achieved only 93% to 95% of 
AA, where the proposed model achieved 97% of AA on 
IP dataset. 

Table 4: Ablation study results on UP dataset 

Methods Hybrid-SN EN-B4-SRO DTAN 
OA 96.53 േ 0.61 98.33 േ 0.28 96.74 േ 2.96 
AA 95.29 േ 0.72 98.15 േ 0.41 97.13 േ 3.74 
Kappa 95.74 േ 0.93 98.07 േ 0.62 94.92 േ 2.62 

 

In the analysis of Kappa, the DTAN and 
Hybrid-SN achieved nearly 94% to 95%, where the 
proposed model achieved 98.07% on UP dataset. The 
DTAN achieved 96% of OA and 97% of AA, hybrid-SN 
achieved 96% of OA and 95% of AA, but the proposed 
model acheived 98% of AA and OA on UP dataset. HSI 
classification can benefit from learning spatial spectrum 
information in conjunction with EN-B4-SRO, as 

demonstrated in these experiments. The suggested model, 
however, outperformed the previous strategies, but by a 
smaller margin of error. 

5. Conclusion 

It was concluded that the EN-B4 model was 
superior to the prior state-of-the-art approaches in terms 
of HSI accuracy and speed. The SRO approach is used to 
reduce the weight of the proposed design. For IP and PU 
data, the experimental findings showed that using deep 
learning to minimise the model complexity and 
effectively handle the overfitting problem proved to be 
successful. Additionally, HSI spectral bands' 
computational complexity was reduced via iterative 
linear grouping and PCA.The results shows that the 
proposed model achieved 97.81% of OA on IP dataset 
and 98.33% of OA on UP dataset, where the Hybrid-SN 
model achieved 96.57% of OA on IP dataset and 96.53% 
of OA on UP dataset. The overfitting issue is effectively 
resolved and it is verified by the experimental results. 
However, the vanishing gradient is another issue faced 
by deep CNN models. To avoid this problem, an 
appropriate learning rate should be used, making the 
gradient to perform appropriate steps until convergence. 
However, finding the optimal learning rate is another 
issue, which can be resolved in the future work. 
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